Mirror averaging, aggregation and model selection

Alexandre Tsybakov

(joint work with Anatoli Juditsky, Philippe Rigollet)

Several problems in statistics and machine learning can be stated as follows: given a collection of $M$ different estimators (classifiers), construct a new estimator (classifier) which is nearly as good as the best among them with respect to a given risk criterion. This target is called model selection (MS) type aggregation, and it can be described in terms of the following stochastic optimization problem.

Let $(\mathcal{Z}, \mathcal{F})$ be a measurable space and let $\Theta$ be the simplex

$$\Theta = \left\{ \theta \in \mathbb{R}^M : \sum_{j=1}^M \theta^{(j)} = 1, \theta^{(j)} \geq 0, j = 1, \ldots, M \right\}.$$ 

Here and throughout the paper we suppose that $M \geq 2$ and we denote by $z^{(j)}$ the $j$-th component of a vector $z \in \mathbb{R}^M$. We denote by $[z^{(j)}]_{j=1}^M$ the vector $z = (z^{(1)}, \ldots, z^{(M)})^T \in \mathbb{R}^M$.

Let $Z$ be a random variable with values in $\mathcal{Z}$. The distribution of $Z$ is denoted by $P$ and the corresponding expectation by $E$. Suppose that $P$ is unknown and that we observe $n$ i.i.d. random variables $Z_1, \ldots, Z_n$ with values in $\mathcal{Z}$ having the same distribution as $Z$. The distribution (respectively, expectation) w.r.t. the sample $Z_1, \ldots, Z_n$ is denoted by $P_n$ (respectively, by $E_n$).

Consider a measurable function $Q : \mathcal{Z} \times \Theta \to \mathbb{R}$ and the corresponding average risk function

$$A(\theta) = EQ(Z, \theta),$$

assuming that this expectation exists for all $\theta \in \Theta$. Stochastic optimization problems that are usually studied in this context consist in minimization of $A$ on some subsets of $\Theta$, given the sample $Z_1, \ldots, Z_n$. Note that since the distribution of $Z$ is unknown, direct (deterministic) minimization of $A$ is not possible.

For $j \in \{1, \ldots, M\}$, denote by $e_j$ the $j$th coordinate unit vector in $\mathbb{R}^M$: $e_j = (0, \ldots, 0, 1, 0, \ldots, 0) \in \mathbb{R}^M$, where 1 appears in $j$th position.

The stochastic optimization problem associated to MS aggregation is

$$\min_{\theta \in \{e_1, \ldots, e_M\}} A(\theta).$$

The aim of MS aggregation is to “mimic the oracle” $\min_{1 \leq j \leq M} A(e_j)$, i.e., to construct an estimator $\hat{\theta}_n$ measurable w.r.t. $Z_1, \ldots, Z_n$ and called aggregate, such that

$$E_n A(\hat{\theta}_n) \leq \min_{1 \leq j \leq M} A(e_j) + \Delta_{n,M},$$

where $\Delta_{n,M} > 0$ is a remainder term that should be as small as possible. Lower bounds can be established showing that, under some assumptions, the smallest
possible value of $\Delta_{n,M}$ in a minimax sense has the form
\begin{equation}
\Delta_{n,M} = \frac{C \log M}{n},
\end{equation}
with some constant $C > 0$ [cf. Tsybakov (2003)].

The main application of oracle inequalities of the type (1) is in adaptive non-parametric estimation. They allow one to prove that the aggregate estimator $\hat{\theta}_n^T H$ is adaptive in a minimax asymptotic sense (and even sharp minimax adaptive is several cases: for more discussion see, e.g., Nemirovski (2000)).

The aim of this paper is to obtain bounds of the form (1) – (2) under some general conditions on the loss function $Q$. For two special cases (density estimation with the Kullback-Leibler (KL) loss, and regression model with squared loss) such bounds has been proved earlier in the benchmark works of Catoni (2004) and Yang (2000). They independently obtained the bound for density estimation with the KL loss, and Catoni (2004) solved the problem for the regression model with squared loss. Bunea and Nobel (2005) suggested another proof of the regression result of Catoni (2004) improving it in the case of bounded response, and obtained some inequalities with suboptimal remainder terms under weaker conditions.

Here we study the recursive aggregate $\hat{\theta}_n$ which is defined in the following way. Set $\beta > 0$, define the vector
\[ u_i \doteq \left( Q(Z_i, e_1), \ldots, Q(Z_i, e_M) \right)^T \]
and consider the iterations:
\begin{itemize}
  \item Fix the initial values $\theta_0 \in \Theta$ and $\zeta_0 = 0 \in \mathbb{R}^M$.
  \item For $i = 1, \ldots, n - 1$, do the recursive update
    \[ \zeta_i = \zeta_{i-1} + u_i, \]
    \[ \theta_i = \left[ \frac{\sum_{k=1}^M e^{-\zeta_i(k)/\beta}}{\sum_{k=1}^M e^{-\zeta_i(k)/\beta}} \right]_{j=1}^M. \]
  \item Output at iteration $n$ the average
    \[ \hat{\theta}_n = \frac{1}{n} \sum_{i=1}^n \theta_{i-1}. \]
\end{itemize}
Note that $\hat{\theta}_n$ is measurable w.r.t. the subsample $(Z_1, \ldots, Z_{n-1})$. Recursions (3) – (4) represent a special case of the mirror averaging algorithm of Juditsky, Nazin, Tsybakov and Vayatis (2005). In particular cases, it yields the methods described by Catoni (2004) and Yang (2000). We prove the following results.

**Theorem 1.** Let $B$ be a measurable subset of $\mathbb{Z}$. Assume that $\beta > 0$ is such that the mapping $\theta \mapsto \exp(-Q(z, \theta)/\beta)$ is concave on the simplex $\Theta$, for all $z \in B$. Assume also that there exists two functions $L_Q(\cdot)$ and $R_Q(\cdot)$ on $\mathbb{Z} \setminus B$, with values in $\mathbb{R}$ such that for all $z \in \mathbb{Z} \setminus B$ and all $\theta \in \Theta$ we have $L_Q(z) \leq Q(z, \theta) \leq R_Q(z)$.
Then the aggregate $\hat{\theta}_n$ satisfies, for any $M \geq 2, n \geq 1$, the following oracle inequality

$$E_{n-1}A(\hat{\theta}_n) \leq \min_{1 \leq j \leq M} A(e_j) + \frac{\beta \log M}{n} + E\left[(R_Q(Z) - L_Q(Z))\mathbb{1}_{\{Z \in B\}}\right],$$

where $\mathbb{1}_{\{\cdot\}}$ denotes the indicator function.

**Theorem 2.** Let $Q_1$ be the function on $Z \times \Theta \times \Theta$ defined by $Q_1(z, \theta, \theta') = Q(z, \theta) - Q(z, \theta')$ for all $z \in Z$ and all $\theta, \theta' \in \Theta$. Assume that for some $\beta > 0$ there exists a Borel function $\Psi_\beta : \Theta \times \Theta \to \mathbb{R}^+$ such that the mapping $\theta \mapsto \Psi_\beta(\theta, \theta')$ is concave on the simplex $\Theta$ for any fixed $\theta' \in \Theta$, $\Psi_\beta(\theta, \theta) = 1$ and $E \exp(-Q_1(Z, \theta, \theta')/\beta) \leq \Psi_\beta(\theta, \theta')$ for all $\theta, \theta' \in \Theta$. Then the aggregate $\hat{\theta}_n$ satisfies, for any $M \geq 2, n \geq 1$, the following oracle inequality

$$E_{n-1}A(\hat{\theta}_n) \leq \min_{1 \leq j \leq M} A(e_j) + \frac{\beta \log M}{n}.$$

We show that the assumptions of Theorems 1 and 2 are fulfilled for several statistical models including regression, classification and density estimation. This allows one to construct in an easy way sharp adaptive nonparametric estimators for the above mentioned statistical problems.
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