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Let x; = probabilityofi € P = {1,2...}.

Fix n € P. Define a random w € &,
as follows:

For 1 < 3 < n, choose independently
an integer 7; from the distribution x;.
Then standardize the sequence 1 =
11 -1, le.,replacethe I'swith 1,2,...,ag
from left-to-right, then the 2’s with a1+
l,a1+2,...,a1+ ay from left-to-right,
etc.

1 = 311431
w = 412653

Call this the QS-distribution or QS(x)-
distribution.



Previously studied by

e Diaconis-Fill-Pitman
e Fulman

o [ts-Tracy-Widom

e Kuperberg,

at least when x; has finite support.



Example. w = 213. The sequence
111913 has standardization 213 if and only
if 79 < 77 < 13. Hence

Prob(213) Z ZaZpLe = L 9)(2).

Theorem. Let w € &,,. The prob-
ability Prob(w) that a permutation in
Sy, chosen from the (QS-permutation
15 equal to w 1s given by

Prob(w) = LCO(UJ_1> (CIZ’)

Example. w = 74513826
1 = 47.5.238-16
co(w™) = (2,1,3,2)

Li9139)(x) = > Ta

a<b<c<d<e<f<g<h
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Special cases:

e 1| = 19 = 1/2: riffle or dovetail shuf-
fle (Bayer-Diaconis), the Us-distribution
1| = =1z, =1/q g-shuflle (Bayer-
Diaconis), the Ug-distribution

o lim; o0 Uy: the uniform distribu-
tion U

Note. A g-shuflle followed by an -
shuffle is a gr-shuflle, 1.e., UpxUy = Ugy.

Theorem. Let y have finite sup-
port. Then

QS(x) * QS(y) = QS(xy),
where xy denotes the variables x;y;
in lexicographic order.
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The QS-distribution defines a Markov
chain (or random walk) on &, by

Prob(u, uw) = LCO(w_1>(x).

Theorem. The eigenvalues of My,
are the power sum symmetric func-
tions py(x) for A= n. The eigenvalue
py(x) occurs with multiplicity n!/z),
the number of elements in S, of cy-
cle type \.

(consequence of Bergeron-Garsia or Bid-
igare-Hanlon-Rockmore)



Sample enumerative results. For
w e Gy, let

inv(w) = #{(2,7) : 1 < j, w(i) >w(j)}

maj(w) Z i

i w(t)>w(i+1)
In(j) = Prob(inv(w) = )

Mn(j) = Prob(maj(w) = j).

Theorem. We have

Mn(j) = In(j)

My ()t 2"
ZZ(l—t)(l—tQ) ..(1_tn)

= H (l—ti_lazjz>_1

1,721



MacMahon (1913):
#{w € &, : maj(w) =7}

=#{w e &, : inv(w) = j}.
Since U = limg—y00 Uy, the result My, (j) =
I,(7) is a generalization.



In fact, if

where v ranges over all permutations of
the multiset {1)‘1, A2 .}, then

Z Mp(j)t) =Y Fy(t)my(x)

7 | AFn
Y LG = Gat)ymy(z).
j Y

Thus My(5) = In(j) is equivalent to
MacMahon’s result for multisets.



d

Lnla) = = 3 uldpy
dn

d6n 27'('2/7?,

n

= ch In

Theorem. Let w be a random per-
mutation in Sy, chosen from the ()S-
distribution. The probability Prob(p(w) =
\) that w has cycle type A = (171272 . .)
= n (i.e., m; cycles of length i) is
given by

Prob(p =] [ hom, 1L

1>1

where brackets denote plethysm.

10



Connections with
the RSK algorithm

Let w € &, and let w Rﬂg (P, Q)

denote the RSK algorithm, so P and
() are SY'T of the same shape A F n.
Write

sh(w) = \.

Theorem. Choose w € &, from

the Q)S-distribution, and let w Rﬂg

(P,Q). Let T be a SYT of shape A -
n. Then

Prob(P =T) = s)(x),

where sy(x) denotes a Schur function.
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Corollary. Choose w € G, from
the Q)S-distribution, and let A\ F n.
Then

Prob(sh(w) = \) = f1sy(z),

where f)‘ denotes the number of SYT
of shape A (given explicitly by the Frame-
Robinson-Thrall hook-length formula).
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Longest increasing
subsequences

Let is(w) be the length of the longest

increasing subsequence of w = wy - - - Wy,
Theorem (Schensted). If

sh(w) = (A1, Ag, .. ),
then \; = is(w). Hence

Bylistw)) = = 3" M ()

Theorem (Vershik-Kerov):
Eyr(is(w)) ~ 24/n.
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For the QS-distribution,

E(is(w)) = > M fs)(x).

AN
By, is(w)) = 32 () TT (1 + 0 elw)
AN UEA
= By (is(w)
1 0 2 1
+QZA1 (f ) > clu) s
AN UEN
Let
i) = =S x (P) | 3 ew)
AFn UENA

Numerical evidence suggests that F(n)/n

1s slowly increasing, possibly to a finite
limit. We computed F(47)/47 =~ 0.6991.
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Logan-Shepp, Vershik-Kerov:
“asymptotic shape” of a “typical” w &€
Sy, (uniform distribution) as n — oo.

Baik-Deift-Johansson: Asymptotic
distribution of sh(w) for w € &, (uni-
form distribution) as n — oo.

Theorem. For eachn € P let w™ ¢
Sy, be chosen from the ()S-distribution.
Let sh(w<n>) = ()\gm,)\én), ...), and
let y1 > yo > --- be the decreasing
rearrangement of r1, o, .... Then al-
most surely (i.e., with probability 1)
for all © there holds

lim —

= Yj-
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Corollary. Fiz x = (x1,29,...),
with x; > 0 and ) x; = 1 as usual.
Let ,u<n> be a partition v = n that
mazimizes f¥sy(x). Then

(n)

. M
lim —%

= Yi
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Theorem (Its-Tracy-Widom) Let
r1 >T9 > ...
Then

E(is(w)) = x1n+z plp—jpj+0 (%) .

j>1

17



Open: Find an asymptotic formula
for the expected value of A (where sh(w)
= A under the QS(x)-distribution) that
specializes to both the Vershik-Kerov
result (uniform distribution) and the case
x fixed, n — o0.
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