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Abstract

We show that the density \( \mu \) of the Smith normal form (SNF) of a random integer matrix exists and equals a product of densities \( \mu_{p^s} \) of SNF over \( \mathbb{Z}/p^s\mathbb{Z} \) with \( p \) a prime and \( s \) some positive integer. Our approach is to connect the SNF of a matrix with the greatest common divisors (gcds) of certain polynomials of matrix entries, and develop the theory of multi-gcd distribution of polynomial values at a random integer vector. We also derive a formula for \( \mu_{p^s} \) and compute the density \( \mu \) for several interesting types of sets. Finally, we determine the maximum and minimum of \( \mu_{p^s} \) and establish its monotonicity properties and limiting behaviors.

1. Introduction

Let \( M \) be a nonzero \( n \times m \) matrix over a commutative ring \( R \) (with identity), and \( r \) be the rank of \( M \). If there exist invertible \( n \times n \) and \( m \times m \) matrices \( P \) and \( Q \) such that the product \( PMQ \) is a diagonal matrix with diagonal entries \( d_1, d_2, \ldots, d_r, 0, 0, \ldots, 0 \) satisfying that \( d_i \mid d_{i+1} \) for all \( 1 \leq i \leq r - 1 \), then \( PMQ \) is the Smith normal form (SNF) of \( M \). In general, the SNF does not exist. It does exist when \( R \) is a principal ideal ring, i.e., a ring (not necessarily an integral domain) for which every ideal is principal. This class of rings includes the integers \( \mathbb{Z} \) and their quotients \( \mathbb{Z}/q\mathbb{Z} \), which are the rings of interest to us here. In fact, for the rings \( \mathbb{Z}/q\mathbb{Z} \) we will be particularly concerned with the case \( q = p^s \), a prime power. For principal ideal rings, the diagonal entries are uniquely determined (up to multiplication by a unit) by \( g_{i-1}d_i = g_i \) (1 \( \leq i \leq r \)), where \( g_0 = 1 \) and \( g_i \) is the greatest common divisor (gcd) of all \( i \times i \) minors of \( M \). We have the following correspondence between the SNF and the cokernel of \( M \): \( \text{coker } M \cong R/d_1R \oplus R/d_2R \oplus \cdots \oplus R/d_rR \oplus R^{n-r} \).

There has been a huge amount of research on eigenvalues of random matrices over a field (see, e.g., [1], [2], [10], [12]). Less attention has been paid to the SNF of a random matrix over a principal ideal ring (or more general rings for which SNF always exists). Some basic results in this area are known, but they appear in papers not focused on SNF per se. We develop the theory in a systematic way, collecting previous work in this area, sometimes with simplified proofs, and providing some new results.

We shall define the density \( \mu \) of SNF of a random \( n \times m \) integer matrix as the limit (if exists) as \( k \to \infty \) of \( \mu^{(k)} \), the density of SNF of a random \( n \times m \) matrix with entries independent and uniformly distributed over \( \{-k, -k+1, \ldots, k\} \) (see Definition 3.1 below for a precise definition).

As a motivating example, the probability that \( d_1 = 1 \) for a random \( n \times m \) integer matrix is the probability that the \( nm \) matrix entries are relatively prime, or equivalently, that \( nm \) random integers are relatively prime, and thus equals \( 1/\zeta(nm) \), where \( \zeta(\cdot) \) is the Riemann zeta function.

If we regard the minors of an \( n \times m \) matrix as polynomials of the \( nm \) matrix entries with integer coefficients, then the SNF of a matrix is uniquely determined by the gcds of the values of these polynomials (recall the definition of SNF from the beginning). This inspires us to study the theory of multi-gcd distribution of polynomial values.
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Given a collection of relatively prime polynomials in $\mathbb{Z}[x_1, x_2, \ldots, x_d]$, let $g(x)$ be the gcd of the values of these polynomials at $x = (x_1, x_2, \ldots, x_d)$. We shall define the density $\lambda$ of $g(x)$ of a random $d$-dimensional integer vector $x$ as the limit (if exists) as $k \to \infty$ of $\lambda(x)$, the density of $g(x)$ with $x$ uniformly distributed over $\{-k, -k+1, \ldots, k\}^d$ (see Definition 2.1 for a precise definition).

In the spirit of previous work in number theory such as [6], [13], [14] and the Cohen-Lenstra heuristics ([4], [5]), one might conjecture that $\lambda$ exists and equals the product of density $\lambda_p$ of $g(x)$ over $\mathbb{Z}/p\mathbb{Z}$ over all primes $p$. In fact, we will prove this conjecture with the more general density $\lambda_p$ of $g(x)$ over $\mathbb{Z}/p^s\mathbb{Z}$ for sets of form (2.5) (see Theorem 2.8), with the aid of a result in number theory [14, Lemma 21]. Note that the special case that $s = 0$ or 1 follows from [6, Theorem 2.3] directly. In particular, this result applies to the probability that $g(x) = 1$, in other words, that the polynomial values are relatively prime. Furthermore, all these results hold for the multi-gcd of the values of given collections of polynomials at $x$.

Then we apply this theory to the SNF distribution of a random integer matrix to show that the density $\mu$ (of SNF of a random $n \times m$ integer matrix) equals a product of some densities $\mu_{p^s}$ of SNF over $\mathbb{Z}/p^s\mathbb{Z}$ for sets of form (3.1) (Theorem 3.8). We also derive a formula for $\mu_{p^s}$ (Theorem 3.2), which allows us to compute $\mu_{p^s}$ and hence $\mu$ explicitly (Theorem 4.3). Some special cases of this formula coincide with [15, Exercise 1.192(b)] and [9, pp. 233, 236].

On the strength of these results, we determine the value of $\mu$ for some interesting types of sets, specifically, matrices with first few diagonal entries given, matrices with diagonal entries all equal to 1, and square matrices with at most $\ell$ generators; further, for the last set we establish the asymptotics of $\mu$ as $\ell \to \infty$. In the case of $\ell = 1$, our results echo those in [6, Section 3], via a slightly different approach. We also show that the probability that a random integer matrix is full rank is 1, and that $\mu$ of a finite set is 0.

Additionally, we find the maximum and minimum of $\mu_{p^s}(D)$ over all diagonal matrices $D$; whereas regarding it as a function of $p, s, m, n$ and $D$, we find its monotonicity properties and limiting behaviors.

The remainder of this paper is organized as follows. Section 2 develops the theory of multi-gcd distribution of polynomial values. Section 3 applies this theory to the SNF distribution and derives a formula for $\mu_{p^s}$. Section 4 computes the density $\mu$ for several types of sets. Finally, Section 5 determines the maximum and minimum of $\mu_{p^s}$ and discusses its monotonicity properties and limiting behaviors.

We shall assume that throughout this paper, $p$ represents a prime, $p_j$ is the $j$-th smallest prime, and $\prod_p$ means a product over all primes $p$.

2. Multi-gcd Distribution of Polynomial Values

Suppose that $d$ and $h$ are positive integers and $F_1, F_2, \ldots, F_h \in \mathbb{Z}[x_1, x_2, \ldots, x_d]$ are nonzero polynomials. Let

$g(x) := \gcd(F_1(x), F_2(x), \ldots, F_h(x)), \quad x \in \mathbb{Z}^d$

be the gcd of the values $F_1(x), F_2(x), \ldots, F_h(x)$, and $g(x) = 0$ if $F_j(x) = 0$ for all $1 \leq j \leq h$.

We shall define the density of $g(x)$ of a random $d$-dimensional integer vector $x$ as the limit (if exists) of the density of $g(x)$ with $x$ uniformly distributed over $\{-k, -k+1, \ldots, k\}^d := \mathbb{Z}^d_{(k)}$ as $k \to \infty$, precisely as follows.

**Definition 2.1.** (i) For $\mathcal{Z} \subseteq \mathbb{Z}$, we denote by $\lambda^{(k)}(\mathcal{Z})$ the probability that $g(x) \in \mathcal{Z}$ with $x$ uniformly distributed over $\mathbb{Z}^d_{(k)}$. If $\lim_{k \to \infty} \lambda^{(k)}(\mathcal{Z}) = \lambda(\mathcal{Z})$ exists, then we say that the probability
that \( g(x) \in \mathcal{Z} \) with \( x \) a random \( d \)-dimensional integer vector is \( \lambda(\mathcal{Z}) \). If this is the case, then 
\( \lambda(\mathcal{Z}) \in [0, 1] \) since \( \lambda^{(k)}(\mathcal{Z}) \in [0, 1] \) for all \( k \).

(ii) We define similarly the gcd distribution over the ring of integers mod \( p^s \): for prime \( p \) and positive integer \( s \), we denote by \( \lambda_p^{(k)}(\mathcal{Z}) \) the probability that \( g(x) \in \mathcal{Z} \pmod{p^s} \) (up to multiplication by a unit) with \( x \) uniformly distributed over \( \mathbb{Z}^d_{(k)} \), and by \( \lambda_{p^s}(\mathcal{Z}) \) the probability that \( g(x) \in \mathcal{Z} \pmod{p^s} \) (up to multiplication by a unit) with \( x \) uniformly distributed over \( (\mathbb{Z}/p^s\mathbb{Z})^d \).

More generally, for a finite set \( \mathcal{P} \) of prime and positive integer pairs \((p, s)\) (with \( p \) a prime and \( s \) a positive integer), we denote

\[
P_\mathcal{P} := \prod_{(p, s) \in \mathcal{P}} p^s
\]

and by \( \lambda^{(k)}_{p^s}(\mathcal{Z}) \) the probability that \( g(x) \in \mathcal{Z} \pmod{P_\mathcal{P}} \) (up to multiplication by a unit) with \( x \) uniformly distributed over \( \mathbb{Z}^d_{(k)} \), and by \( \lambda_{P_\mathcal{P}}(\mathcal{Z}) \) the probability that \( g(x) \in \mathcal{Z} \pmod{P_\mathcal{P}} \) (up to multiplication by a unit) with \( x \) uniformly distributed over \( (\mathbb{Z}/P_\mathcal{P}\mathbb{Z})^d \). Note that \( \lambda_{P_\mathcal{P}}(\mathcal{Z}) \) is the number of solutions to \( g(x) \in \mathcal{Z} \pmod{P_\mathcal{P}} \) (up to multiplication by a unit) divided by \( P_\mathcal{P}^d \). The situation discussed in the previous paragraph is the special case that \( \mathcal{P} \) consists of only one element \((p, s)\) and \( P_\mathcal{P} = p^s \).

(iii) The above definitions also extend to the distribution of multi-gcds. Suppose that \( \mathcal{U} = \{U_i\}_{i=1}^w \) is a collection of \( w \) nonempty subsets \( U_i \) of \( \{F_1, F_2, \ldots, F_n\} \). Let

\[
   g_i(x) := \gcd(F(x) : F \in U_i), \quad x \in \mathbb{Z}^d
\]

and

\[
   g(x) := (g_1, g_2, \ldots, g_w)(x) \in \mathbb{Z}^w,
\]

then we adopt the above definitions of functions \( \lambda^{(k)}, \lambda, \lambda^{(k)}_{p^s}, \) and \( \lambda_{P_\mathcal{P}} \) for \( \mathcal{Z} \subseteq \mathbb{Z}^d \) with only one slight modification: replace “up to multiplication by a unit” with “up to multiplication of the components of \( g \) by units”.

For convenience, we shall always assume that the notion \( g(x) \in \mathcal{Z} \pmod{P_\mathcal{P}} \) implies the equivalence of multiplication of its components by units and that the random vector \( x \) is uniformly distributed on its range (if known, e.g., \( \mathbb{Z}^d_{(k)} \) or \( (\mathbb{Z}/P_\mathcal{P}\mathbb{Z})^d \)).

**Remark 2.2.** The density \( \lambda_p(\cdot) \) defined above in Definition 2.1(ii) is consistent with the normalized Haar measure on \( \mathbb{Z}^d_p \), as in \([14]\).

In this section, we establish the properties of \( \lambda_{P_\mathcal{P}} \) and \( \lambda \), the existence of \( \lambda \), and a connection between \( \lambda \) and the \( \lambda_p \)'s. Then we apply these results to determine the probability that the polynomial values are relatively prime.

2.1. **Multi-gcd Distribution over** \( \mathbb{Z}/P_\mathcal{P}\mathbb{Z} \).

We show that the density \( \lambda^{(k)}_{P_\mathcal{P}}(\cdot) \) over \( \mathbb{Z}^d_{(k)} \) (defined above in Definition 2.1) converges to the density \( \lambda_{P_\mathcal{P}}(\cdot) \) over \( \mathbb{Z}/P_\mathcal{P}\mathbb{Z} \) as \( k \to \infty \), and that \( \lambda_{P_\mathcal{P}}(\cdot) \) equals \( \prod_{(p, s) \in \mathcal{P}} \lambda_{p^s}(\cdot) \).

**Theorem 2.3.** For any \( \mathcal{Z} \subseteq \mathbb{Z}^w \), we have

\[
   \lambda_{P_\mathcal{P}}(\mathcal{Z}) = \sum_{z \in \mathcal{Z} \pmod{P_\mathcal{P}}} \lambda_{P_\mathcal{P}}(\{z\})
\]

and

\[
   \lim_{k \to \infty} \lambda^{(k)}_{P_\mathcal{P}}(\mathcal{Z}) = \lambda_{P_\mathcal{P}}(\mathcal{Z}) = \prod_{(p, s) \in \mathcal{P}} \lambda_{p^s}(\mathcal{Z}).
\]
Proof. (1) The first equality (2.2) follows directly from Definition 2.1.

(2) For the second equality of (2.3), we let \( N_{P_p}(Z) \) be the number of \( x \in (\mathbb{Z}/P_p\mathbb{Z})^d \) for which \( g(x) \in Z \pmod{P_p} \). The Chinese remainder theorem along with Definition 2.1 then gives

\[
P^d_p \lambda_{P_p}(Z) = N_{P_p}(Z) = \prod_{(p,s) \in \mathcal{P}} N_{p^s}(Z) = \prod_{(p,s) \in \mathcal{P}} p^{sd} \lambda_{p^s}(Z) = P^d_p \prod_{(p,s) \in \mathcal{P}} \lambda_{p^s}(Z).
\]

Dividing both sides by \( P^d_p \) leads to the desired equality.

(3) For the first equality of (2.3), we first observe that if \( p \nmid 2k + 1 \), then \( \lambda_{P_p}(Z) = \lambda_{P_p}(Z) \) by definition. If \( p \nmid 2k + 1 \), then we proceed by approximating \( 2k + 1 \) by a multiple of \( P_p \) and estimating \( \lambda_{P_p}(Z) \) using \( \lambda_{P_p}(Z) \).

Let \( k \in \mathbb{Z} \) such that \( K := 2k + 1 \geq P_p \), then there exists \( q \in \mathbb{Z}_+ \) such that

\[
(2.4) \quad q \cdot P_p \leq K < (q + 1) \cdot P_p.
\]

It follows that for any integer \( y \), there are either \( q \) or \( q + 1 \) numbers among \( \mathbb{Z}_{(k)} \) that equal \( y \pmod{P_p} \). Thus the number of \( x \in \mathbb{Z}^d_{(k)} \) for which \( g(x) \in Z \pmod{P_p} \) is between \( q^d N' \) and \( (q + 1)^d N' \), where \( N' := N_{P_p}(Z) \), therefore

\[
\lambda_{P_p}(Z) \in \left[ \frac{q^d N'}{K^d}, \frac{(q + 1)^d N'}{K^d} \right] := J_k.
\]

Thanks to (2.4), we have

\[
J_k \subseteq \left[ \frac{q^d N'}{(q + 1)P_p^d}, \frac{(q + 1)^d N'}{(qP_p)^d} \right] = \left[ \left( \frac{q}{q + 1} \right)^d \frac{N'}{P_p^d}, \left( \frac{q + 1}{q} \right)^d \frac{N'}{P_p^d} \right],
\]

whose left and right endpoints both converge to \( N'/P_p^d \) as \( q \to \infty \). Hence

\[
\lambda_{P_p}(Z) \to N'/P_p^d = \lambda_{P_p}(Z),
\]

as \( q \to \infty \), or equivalently, as \( k \to \infty \), as desired. \( \square \)

2.2. Multi-gcd Distribution over \( \mathbb{Z} \).

We show some properties of the density \( \lambda \) of set unions, subtractions and complements. They will be very useful in determining the value of \( \lambda \) for specific sets (such as in Remark 2.9 (iii)).

**Theorem 2.4.** Suppose that \( \{Z_{\alpha}\}_{\alpha \in \mathcal{A}} \) are pairwise disjoint subsets of \( \mathbb{Z}^w \) such that \( \lambda(Z_{\alpha}) \) exists for all \( \alpha \in \mathcal{A} \). If \( \mathcal{A} \) is a finite set, then

\[
\lambda(\bigcup_{\alpha \in \mathcal{A}} Z_{\alpha}) = \sum_{\alpha \in \mathcal{A}} \lambda(Z_{\alpha}).
\]

**Proof.** By Definition 2.1, we have

\[
\sum_{\alpha \in \mathcal{A}} \lambda(Z_{\alpha}) = \sum_{\alpha \in \mathcal{A}} \lim_{k \to \infty} \lambda^{(k)}(Z_{\alpha}) = \lim_{k \to \infty} \sum_{\alpha \in \mathcal{A}} \lambda^{(k)}(Z_{\alpha}) = \lim_{k \to \infty} \lambda^{(k)}(\bigcup_{\alpha \in \mathcal{A}} Z_{\alpha})
\]

and the conclusion follows. \( \square \)

**Theorem 2.5.** Suppose that \( Z' \subseteq Z \subseteq \mathbb{Z}^w \) such that \( \lambda(Z') \) and \( \lambda(Z) \) both exist, then

\[
\lambda(Z \setminus Z') = \lambda(Z) - \lambda(Z').
\]

In particular, for the complement \( Z^c \) of \( Z \) in \( \mathbb{Z}^w \), we have

\[
\lambda(Z^c) = 1 - \lambda(Z).
\]
Proof. By Definition 2.1, we have
\[
\lambda(Z) - \lambda(Z') = \lim_{k \to \infty} \lambda^{(k)}(Z) - \lim_{k \to \infty} \lambda^{(k)}(Z') = \lim_{k \to \infty} (\lambda^{(k)}(Z) - \lambda^{(k)}(Z')) = \lim_{k \to \infty} \lambda^{(k)}(Z \setminus Z')
\]
and the conclusion follows. \(\square\)

Theorem 2.6. Suppose that \(Y \in \mathbb{Z}^w\) such that \(\lambda(Y) = 0\), then for any \(Z \subseteq Y\), we have \(\lambda(Z) = 0\) as well.

Proof. Since \(\lambda^{(k)}(Z) \geq 0\), \(Z \subseteq Y\) and \(\lim_{k \to \infty} \lambda^{(k)}(Y) = \lambda(Y) = 0\), we obtain
\[
0 \leq \liminf_{k \to \infty} \lambda^{(k)}(Z) \leq \limsup_{k \to \infty} \lambda^{(k)}(Z) \leq \limsup_{k \to \infty} \lambda^{(k)}(Y) = \lambda(Y) = 0.
\]
Therefore
\[
\lim_{k \to \infty} \lambda^{(k)}(Z) = 0,
\]
as desired. \(\square\)

2.3. Connection between \(\lambda\) and \(\lambda_{p^*}\).

We show that the density \(\lambda\) exists and in fact, equals the product of some \(\lambda_{p^*}\)'s.

Assumption 2.7. For all \(1 \leq i \leq w\), we have
\[
gcd(F_1, F_2, \ldots, F_h) = gcd(F : F \in U_i) = 1 \text{ in } \mathbb{Q}[x_1, x_2, \ldots, x_d].
\]

Theorem 2.8. Suppose that Assumption 2.7 holds. Given positive integers \(r \leq w\) and \(y_i, 1 \leq i \leq r\), let \(y = \prod_{j=1}^{\infty} p_j^{s_j}\) with \(p_j\) the \(j\)-th smallest prime and \(s_j\) nonnegative integers, \(j = 1, 2, \ldots\) such that \(y_i | y\) for all \(1 \leq i \leq r\), then the probability \(\lambda(Z)\) exists for
\[
(2.5) \quad Z = \{(z_1, z_2, \ldots, z_w) \in \mathbb{Z}_1^w : z_i = y_i, \forall i \leq r\},
\]
and in fact
\[
(2.6) \quad \lambda(Z) = \prod_{j=1}^{\infty} \lambda_{p_j^{s_j+1}}(Z).
\]

Remark 2.9. (i) The right-hand side of (2.6) is well-defined since \(\lambda_{p^*}(-) \in [0, 1]\) for all \(p\) and \(s\).
(ii) The special case that all \(s_j\)'s are either 0 or 1 follows from [6, Theorem 2.3].
(iii) We have assumed that the \(y_i\)'s are positive. In fact, in the case that \(y_i = 0\) for some \(i\), we have \(\lambda(Z) = 0\) on the strength of Theorem 2.6 and that the probability that a nonzero polynomial at a random integer vector equals zero is \(0\) (see Theorem 2.15(ii) below).

To prove Theorem 2.8, we need Theorem 2.3 and the following two lemmas.

Lemma 2.10. ([13, Lemma 5.1] or [14, Lemma 21]) Suppose that \(F, G \in \mathbb{Z}[x_1, x_2, \ldots, x_d]\) are relatively prime as elements of \(\mathbb{Q}[x_1, x_2, \ldots, x_d]\). Let \(\nu^{(k)}_\ell\) be the probability that \(p | F(x), G(x)\) for some prime \(p \gg \ell\) with \(x\) uniformly distributed over \(\mathbb{Z}_d^{(k)}\), i.e.,
\[
\nu^{(k)}_\ell := \# \{x \in \mathbb{Z}_d^{(k)} : \exists \text{ prime } p \gg \ell \text{ s.t. } p | F(x), G(x)\} / (2k+1)^d.
\]
Then
\[
\lim_{\ell \to \infty} \limsup_{k \to \infty} \nu^{(k)}_\ell = 0.
\]

Lemma 2.11. Suppose that \(G_1, \ldots, G_h \in \mathbb{Q}[x_1, x_2, \ldots, x_d]\) \((h \geq 2)\) are relatively prime, then there exists \(v = (v_3, \ldots, v_h) \in \mathbb{Z}^{h-2}\) such that
\[
gcd \left( G_1, G_2 + \sum_{i=3}^h v_i G_i \right) = 1.
\]
Proof. We prove by induction on $h$. The case $h = 2$ is trivial since $\gcd(G_1, G_2) = 1$.

**Base case:** $h = 3$.

We prove by contradiction. Assume the contrary that

$$\gcd(G_1, G_2 + z G_3) \neq 1, \quad \forall \ z \in \mathbb{Z}.$$  

Suppose that the polynomial factorization of $G_1$ is $\phi_1 \phi_2 \cdots \phi_u$, then each $G_2 + z G_3$ is a multiple of some factor $\phi_{u(z)}$ of $G_1$ ($1 \leq u(z) \leq u$). Since there are infinitely many $z$’s, by the pigeonhole principle, at least two of the $u(z)$’s are the same, say $u(z) = u(z')$ ($z \neq z'$). Then

$$\phi_{u(z)} \mid (G_2 + z G_3) - (G_2 + z' G_3) = (z - z') G_3$$

thus $\phi_{u(z)} \mid G_3$ and hence $\phi_{u(z)} \mid (G_2 + z G_3) - z G_3 = G_2$. Recall that $\phi_{u(z)} \mid G_1$ as well. This contradicts with the condition that $G_1, G_2$ and $G_3$ are relatively prime.

**Inductive step:** from $h - 1$ to $h$ ($\geq 4$). Assume that the statement holds for $h - 1$.

Let $H := (G_2, G_3, \ldots, G_h)$ and $H_i := G_i/H$ ($2 \leq i \leq h$), then

$$\gcd(G_1, H) = \gcd(G_1, G_2, \cdots, G_h) = 1 = \gcd(H_2, H_3, \cdots, H_h).$$

According to the induction hypothesis for $H_2, H_3, \cdots, H_h$, there exists $v = (v_4, \ldots, v_h) \in \mathbb{Z}^{h-3}$ such that

$$H'_3 := H_3 + \sum_{i=4}^{h} v_i H_i$$

satisfies

$$\gcd(H_2, H'_3) = 1.$$  

Combining with (2.1) gives

$$\gcd(G_1, G_2, H'_3) = \gcd(G_1, H_2, H'_3) = \gcd(G_1, \gcd(H_2 H, H'_3 H)) = \gcd(G_1, H) = 1.$$  

Thus we can apply the base case $h = 3$ to $G_1, G_2, H'_3 H$ to get an integer $z$ such that

$$\gcd(G_1, G_2 + z H'_3 H) = 1.$$  

Finally, we represent $H'_3 H$ back to a linear combination of the $G_i$’s with integer coefficients by definition (2.8):

$$H'_3 H = H_3 H + \sum_{i=4}^{h} v_i H_i H = G_3 + \sum_{i=4}^{h} v_i G_i,$$

therefore

$$\gcd \left( G_1, G_2 + z G_3 + z \sum_{i=4}^{h} v_i G_i \right) = 1,$$

namely, the statement holds for $h$ with the new $v = (z, zv_4, \ldots, zv_h)$. \qed

Now we are ready to prove Theorem 2.8

**Proof of Theorem 2.8** Let

$$\mathcal{P}_\ell := \{(p_j, s_j + 1)\}_{j=1}^\ell, \quad \ell \in \mathbb{Z}_+,$$

then Theorem 2.3 gives

$$\lambda_{\mathcal{P}_\ell}(\mathcal{Z}) = \prod_{j=1}^\ell \lambda_{p_j^{s_j+1}}(\mathcal{Z}).$$
\[ \lambda_{s_j^+}(Z) \in [0, 1] \] for all \( j \), we can let \( \ell \to \infty \):

\[(2.9) \quad \lim_{\ell \to \infty} \lambda_{P_{P_\ell}}(Z) = \prod_{j=1}^{\infty} \lambda_{s_j^+}(Z) = \text{RHS of (2.6)}.\]

Therefore it suffices to show that

\[(2.10) \quad \lim_{k \to \infty} \lambda^{(k)}(Z) = \lim_{\ell \to \infty} \lambda_{P_{P_\ell}}(Z).\]

Since \( y \) is finite, there exists \( j^* \in \mathbb{Z}_+ \) such that \( s_j = 0 \) for all \( j > j^* \). Let

\[ \mathcal{I} = \{(z_1, z_2, \ldots, z_w) \in \mathbb{Z}_+^w : z_1 = z_2 = \cdots = z_r = 1\} \]

then for any \( j > j^* \), the sets \( Z \) and \( \mathcal{I} \) are equivalent mod \( p_j \) under multiplication of the components by units.

We define for \( \ell > j^* \),

\[ A(\ell) := \{ x \in \mathbb{Z}^d : g(x) \in Z \pmod{P_{\ell}} \}, \quad A^{(k)}(\ell) := \{ x \in \mathbb{Z}^d_{(k)} : g(x) \in Z \pmod{P_{\ell}} \}, \]

\[ A^{(k)} := \{ x \in \mathbb{Z}^d_{(k)} : g(x) \in Z \} \subseteq A^{(k)}(\ell), \]

and

\[ B^{(k)}(\ell) := A^{(k)}(\ell) \setminus A^{(k)}, \]

then

\[(2.11) \quad \lambda^{(k)}(Z) = \frac{\#A^{(k)}}{K^d}, \quad \lambda^{(k)}_{P_{P_\ell}}(Z) = \frac{\#A^{(k)}(\ell)}{K^d} = \frac{\#A^{(k)} + \#B^{(k)}(\ell)}{K^d} \]

with \( K := 2k + 1 \). Therefore

\[(2.12) \quad \lambda_{P_{P_\ell}}(Z) = \lim_{k \to \infty} \lambda^{(k)}_{P_{P_\ell}}(Z) = \lim_{k \to \infty} \frac{\#A^{(k)} + \#B^{(k)}(\ell)}{K^d}.\]

Combining with the first equation in (2.11) leads to

\[ \limsup_{k \to \infty} \lambda^{(k)}(Z) \leq \limsup_{k \to \infty} \frac{\#A^{(k)} + \#B^{(k)}(\ell)}{K^d} = \lambda_{P_{P_\ell}}(Z) \]

and

\[ \liminf_{k \to \infty} \lambda^{(k)}(Z) \geq \liminf_{k \to \infty} \frac{\#A^{(k)} + \#B^{(k)}(\ell)}{K^d} - \limsup_{k \to \infty} \frac{\#B^{(k)}(\ell)}{K^d} \geq \lambda_{P_{P_\ell}}(Z) - \limsup_{k \to \infty} \frac{\#B^{(k)}(\ell)}{K^d}.\]

Once we show that

\[(2.13) \quad \lim_{\ell \to \infty} \limsup_{k \to \infty} \frac{\#B^{(k)}(\ell)}{K^d} = 0,\]

taking \( \ell \to \infty \) in the above two inequalities will yield (2.10).

Now let us prove (2.13). For any \( x \in B^{(k)}(\ell) \), there exists \( j > \ell (> j^*) \) such that \( g(x) \notin \mathcal{I} \pmod{p_j^{s_j^+} = p_j} \) (recall that \( Z \) and \( \mathcal{I} \) are equivalent). Hence \( p_j \mid g_\eta(x) \) for some \( \eta < \ell \).

Recall that \( g_\eta \) is the gcd of some relatively prime \( F_i \)'s. If two or more \( F_i \)'s are involved, then applying Lemma 2.11 to these \( F_i \)'s leads to two relatively prime linear combinations \( G_\eta \) and \( H_\eta \) of these \( F_i \)'s with integer coefficients. If there is only one \( F_i \) involved, then it must be a constant since the gcd of itself is 1 in \( \mathbb{Q}[x_1, x_2, \ldots, x_d] \). In this case, we take \( G_\eta = H_\eta = F_i \) so that \( \gcd(G_\eta, H_\eta) = 1 \) still holds.

Since \( p_j \mid g_\eta(x) \), we have \( p_j \mid G_\eta(x), H_\eta(x) \). Hence

\[(2.14) \quad B^{(k)}(\ell) \subseteq \bigcup_{\eta=1}^{\ell} F^{(k)}_{\eta}(\ell),\]
where
\[ \overline{B}_\eta^k(\ell) := \{ x \in \mathbb{Z}_p^d : \exists j > \ell \text{ s.t. } p_j \mid \mathcal{G}_\eta(x), \mathcal{H}_\eta(x) \} . \]

Applying Lemma 2.10 to \( \mathcal{G}_\eta \) and \( \mathcal{H}_\eta \) gives
\[ \lim_{\ell \to \infty} \limsup_{k \to \infty} \frac{\#B_\eta^k(\ell)}{K^d} = 0, \quad \forall \eta. \]
Combining with (2.14), we obtain
\[ \limsup_{\ell \to \infty} \limsup_{k \to \infty} \frac{\#B_\eta^k(\ell)}{K^d} \leq \limsup_{\ell \to \infty} \limsup_{\eta=1} \sum_{\ell=1}^{\infty} \frac{\#B_\eta^k(\ell)}{K^d} \leq \sum_{\eta=1}^{\infty} \limsup_{\ell \to \infty} \limsup_{k \to \infty} \frac{\#B_\eta^k(\ell)}{K^d} = 0. \]

On the other hand, since \( \#B(\eta^k(\ell)) \geq 0 \), we have
\[ \liminf_{\ell \to \infty} \limsup_{k \to \infty} \frac{\#B_\eta^k(\ell)}{K^d} \geq 0. \]
Hence (2.13) indeed holds. \( \square \)

2.4. Relatively Prime Polynomial Values.

An interesting application of Theorem 2.8 is to determine the probability that the polynomial values are relatively prime.

Theorem 2.12. Let \( w = 1 \) and \( U_1 = \{ \{ F_1, F_2, \ldots, F_h \} \} \) in Definition 2.1.
(a) If \( F_1, F_2, \ldots, F_h \) are not relatively prime in \( \mathbb{Q}[x_1, x_2, \ldots, x_d] \), then \( \lambda(\{1\}) = 0 \);
(b) If \( F_1, F_2, \ldots, F_h \) are relatively prime, i.e.,
\[ \gcd(F_1, F_2, \ldots, F_h) = 1 \text{ in } \mathbb{Q}[x_1, x_2, \ldots, x_d] . \]
then we have
(i) \( \lambda(\{1\}) \) exists and
\[ \lambda(\{1\}) = \prod_p \lambda_p(\{1\}); \]
(ii) the asymptotic result
\[ \lambda_p(\{0\}) = O(p^{-2}); \]
(iii) \( \lambda(\{1\}) = 0 \text{ if and only if } \lambda_p(\{1\}) = 0 \text{ for some prime } p \), i.e., if and only if there exists a prime \( p \) such that \( F_1(x), F_2(x), \ldots, F_h(x) \) are multiples of \( p \) for all \( x \); in words, the probability that the values of relatively prime polynomials at a random integer are relatively prime is 0 if and only if there exists a prime \( p \) such that these polynomials are all always multiples of \( p \).

Remark 2.13. Theorem 2.12(b)(ii) and Lemma 2.14 in the proof below are special cases of the Lang-Weil bound [11, Theorem 1]. We present a considerably simpler and more approachable proof. As mentioned in Remark 2.9 and [14, Remark of Lemma 21], Theorem 2.12(b)(i) follows from [6, Theorem 2.3]; whereas its special case \( h = 2 \) was shown in [13, Theorem 3.1].

Proof. (a) Let \( G = \gcd(F_1, F_2, \ldots, F_h) \), then \( G \) is a non-constant polynomial. If the gcd \( g(x) = 1 \), then \( G(x) = \pm 1 \). Thus \( \lambda_1(\{1\}) = \sigma_{G=1} + \sigma_{G=-1} \to 0 \text{ as } k \to \infty \) on the strength of Theorem 2.13(ii), where \( \sigma_{G=c} \) (\( c = \pm 1 \)) is the probability that \( G(x) = c \) with \( x \) uniformly distributed over \( \mathbb{Z}_p^d \). Hence \( \lambda(\{1\}) = 0 \).

(b) (i) follows directly from Theorem 2.8. For (ii), we prove by induction on \( d \). First, we notice the following facts:
1. If \( h = 1 \), then \( F_1 \) must be a constant due to Assumption (2.15). Hence \( \lambda_p(\{0\}) = 0 \) for all \( p > |F_1| \) and (2.16) follows.
2. If \( h \geq 2 \), by Lemma 2.11, there exist two linear combinations \( G \) and \( H \) of the \( F_i \)'s with integer coefficients such that \( \gcd(G,H) = 1 \) in \( \mathbb{Q}[x_1, x_2, \ldots, x_d] \). Then \( p \mid g(x) \) implies that \( p \mid \gcd(G(x),H(x)) \), so it suffices to prove for the case \( h = 2 \).

3. Assume that \( h = 2 \). Let \( L \) be the greatest total degree of the \( F_i \)'s. If \( L = 0 \), then \( F_1, F_2 \) and thus \( g \) are nonzero constants. Thus \( \sigma_p = 0 \) for any \( p > |g| \) and (2.16) follows, so we only need to prove for \( L \geq 1 \).

Base case: \( d = 1 \). Assume that \( h = 2 \).

Thanks to Assumption (2.15), there exist \( H_1, H_2 \in \mathbb{Z}[x_1] \) such that \( H_1 F_1 + H_2 F_2 = C \) with \( C \) a positive integer constant. If \( p \mid g(x) \), then \( p \mid C \) as well. Hence \( \sigma_p = 0 \) for all \( p > C \) and (2.16) follows.

Inductive step: from \( d - 1 \) to \( d (\geq 2) \). Assume that the statement holds for \( d - 1 \) and that \( h = 2 \) and \( L \geq 1 \).

Since \( L \geq 1 \), without loss of generality, we can assume that \( F_1 \) is not a constant and \( x_1 \) appears in \( F_1 \). We recast \( F_1 \) as a univariate polynomial \( G_i \in (\mathbb{Z}[x_2, \ldots, x_d]) [x_1] \) of degree \( L_i \), \( i = 1, 2 \), then \( L_1 \geq 1 \). Let \( \gamma_{i,j} \in \mathbb{Z}[x_2, \ldots, x_d] (0 \leq j \leq L_i) \) be the coefficients of \( x_1 \) in \( G_i \).

Since \( F_1 \) and \( F_2 \) are relatively prime in \( \mathbb{Q}[x_1, x_2, \ldots, x_d] \), by Assumption (2.15), we have

\[
\gcd(\gamma_{i,j} : 1 \leq i \leq 2, 0 \leq j \leq L_i) = \gcd(G_1, G_2) \quad \text{in} \quad (\mathbb{Q}[x_2, \ldots, x_d])[x_1].
\]

As a result, there exist \( H_1, H_2 \in (\mathbb{Z}[x_2, \ldots, x_d])[x_1] \) and \( H_3 \in \mathbb{Z}[x_2, \ldots, x_d] \) such that \( H_1 G_1 + H_2 G_2 = H_3 \) and \( (H_1, H_2, H_3) = 1 \) in \( \mathbb{Q}[x_1, x_2, \ldots, x_d] \).

If \( p \mid g(x) \), then \( p \mid (G_i(x_2, \ldots, x_d))(x_1) (\forall i), H_3(x_2, \ldots, x_d) \) and either

(1) \( p \mid \gamma_{i,j}(x_2, \ldots, x_d) \) for all \( i \) and \( j \); or

(2) \( p \nmid \gamma_{i,j}(x_2, \ldots, x_d) \) for some \( i, j \).

Case (1). Recall that \( L_1 \geq 1 \). By the induction hypothesis for the at least two polynomials: \( \gamma_{i,j}(x_2, \ldots, x_d) (1 \leq i \leq 2, 0 \leq j \leq L_i) \), the probability that Case (1) happens with \( (x_2, \ldots, x_d) \) uniformly distributed on \( (\mathbb{Z}/p\mathbb{Z})^{d-1} \) is \( O(p^{-2}) \).

Case (2). We need the following asymptotic result.

**Lemma 2.14.** Let \( G \in \mathbb{Z}[x_1, x_2, \ldots, x_d] \) be a nonzero polynomial, \( p \) a prime, and \( \sigma_p \) the probability that \( p \mid G(x) \) with \( x \) uniformly distributed over \( (\mathbb{Z}/p\mathbb{Z})^d \), then we have

\[
(2.17) \quad \sigma_p = O(p^{-1}).
\]

**Proof.** Let \( L \) be the total degree of \( G \). If \( L = 0 \), then \( G \) is a nonzero constant. For any prime \( p > G \), we have \( \sigma_p = 0 \), thus (2.17) holds.

Now we assume that \( L \geq 1 \). We prove by induction on \( d \).

Base case: \( d = 1 \).

Since the number of roots of \( G \) mod \( p \) is at most \( L \), we get \( \sigma_p \leq L/p \) and hence (2.17).

Inductive step: from \( d - 1 \) to \( d (\geq 2) \). Assume that the statement holds for \( d - 1 \).

We recast \( G \) as a univariate polynomial \( G_1 \in (\mathbb{Z}[x_2, x_3, \ldots, x_d])[x_1] \). Let \( \gamma_1 \in \mathbb{Z}[x_2, \ldots, x_d] \) be the leading coefficient of \( G_1 \). Observe that the total degree of \( G_1 \) is at most \( L \). If \( \gamma_1(x_2, \ldots, x_d) \neq 0 \mod p \), then the probability that \( p \mid G_1(x_1) \) with \( x_1 \) uniformly distributed over \( \mathbb{Z}/p\mathbb{Z} \) is no greater than \( L/p \), according to the base case \( d = 1 \). On the other hand, the probability that \( p \mid \gamma_1(x_2, \ldots, x_d) \) with \( (x_2, \ldots, x_d) \) uniformly distributed over \( (\mathbb{Z}/p\mathbb{Z})^{d-1} \) is \( O(p^{-1}) \) by the induction hypothesis for \( \gamma_1 \). Combining these two cases, we conclude that the probability that \( p \mid G(x_1, x_2, \ldots, x_d) \) with \( (x_1, x_2, \ldots, x_d) \) uniformly distributed over \( (\mathbb{Z}/p\mathbb{Z})^d \) is at most \( L/p + O(p^{-1}) = O(p^{-1}) \). Hence the statement holds for \( d \), as desired. \( \square \)
Now we go back to the proof of Theorem 2.12(b)(ii). Thanks to Lemma 2.14, the probability that \( p \mid H_3(x_2, \ldots, x_d) \) with \( (x_2, \ldots, x_d) \) uniformly distributed on \( \mathbb{Z}/p\mathbb{Z}^{d-1} \) is \( O(p^{-1}) \); moreover, for each \( (x_2, \ldots, x_d) \) that satisfies \( p \nmid \gamma_i(x_2, \ldots, x_d) \) for some \( i, j \), the probability that \( p \mid (G_i(x_2, \ldots, x_d))(x_1) \) with \( x_1 \) uniformly distributed on \( \mathbb{Z}/p\mathbb{Z} \) is \( O(p^{-1}) \). Hence the probability that Case (2) happens with \( (x_1, x_2, \ldots, x_d) \) uniformly distributed on \( (\mathbb{Z}/p\mathbb{Z})^d \) is \( (O(p^{-1}))^2 = O(p^{-2}) \).

Combining Cases (1) and (2), we conclude that the statement holds for \( d \) as well, as desired.

(iii) If \( \lambda_p(\{1\}) = 0 \) for some prime \( p \), then \( \lambda(\{1\}) = 0 \) by (i).

Now assume that \( \lambda_p(\{1\}) > 0 \) for all prime \( p \). On the strength of (ii), there exist a positive constant \( c \) and a positive integer \( j^* \) such that

\[
p_{j^*} > 1 + c > \sqrt{c}, \quad \lambda_p(\{0\}) \leq cp_{j^*}^{-2}, \quad \forall \ j \geq j^*.
\]

Thus

\[
\prod_{j=j^*}^{\infty} (1 - \lambda_p(\{0\})) \geq \prod_{j=j^*}^{\infty} \left(1 - \frac{c}{p_j^2}\right) \geq 1 - \sum_{j=j^*}^{\infty} \frac{c}{p_j^2} \geq 1 - \sum_{i=p_{j^*}}^{\infty} \frac{c}{i^2}
\]

\[
\geq 1 - \sum_{i=p_{j^*}}^{\infty} c\left(\frac{1}{i-1} - \frac{1}{i}\right) = 1 - \frac{c}{p_{j^*} - 1} > 0
\]

where in the second inequality, we take advantage of the well-known inequality:

\[
(1 - \delta_1)(1 - \delta_2) \cdots (1 - \delta_u) \geq 1 - \delta_1 - \delta_2 - \cdots - \delta_u
\]

for \( \delta_1, \delta_2, \ldots, \delta_u \in [0, 1] \), which can be proved easily by induction on \( u \) (base cases: \( u = 1, 2 \); inductive step from \( u \) to \( u + 1 \): \( (1 - \delta_1)(1 - \delta_2) \cdots (1 - \delta_{u+1}) \geq (1 - \delta_1)(1 - \delta_2 - \cdots - \delta_{u+1}) \geq 1 - \delta_1 - \delta_2 - \cdots - \delta_{u+1} \)).

Hence

\[
\prod_p \lambda_p(\{1\}) = \prod_{j=1}^{j^*-1} \lambda_p(\{1\}) \cdot \prod_{j=j^*}^{\infty} (1 - \lambda_p(\{0\})) > 0.
\]

\[\square\]

2.5. Zero Polynomial Values.

Remark 2.9(iii) used a well-known result that the probability that a nonzero polynomial at a random integer vector equals zero is 0 (13, Lemma 4.1)). We conclude this section with a different proof by estimating this probability from above by \( \sigma_p \) and applying Lemma 2.14.

**Theorem 2.15.** Let \( G \in \mathbb{Z}[x_1, x_2, \ldots, x_d] \) be a nonzero polynomial, \( p \) a prime, \( \sigma_p^{(k)} \) the probability that \( p \mid G(x) \) with \( x \) uniformly distributed over \( \mathbb{Z}^d_{(k)} \), and \( \sigma_p \) the probability that \( p \mid G(x) \) with \( x \) uniformly distributed over \( (\mathbb{Z}/p\mathbb{Z})^d \), then

(i) we have

\[
\sigma_p^{(k)} \to \sigma_p \quad \text{as} \quad k \to \infty, \quad \text{and} \quad \sigma_p^{(k)} \leq 2d \sigma_p, \quad \forall \ k > (p - 1)/2;
\]

(ii) the probability \( \sigma_p^{(k)} \) that \( G(x) = 0 \) with \( x \) uniformly distributed over \( \mathbb{Z}^d_{(k)} \) goes to 0 as \( k \to \infty \); in words, the probability that a nonzero polynomial at a random integer vector equals zero is 0. As a consequence, for any given integer \( c \), the probability that \( G(x) = c \) is either 0 or 1 (consider the polynomial \( G(x) - c \)).

**Proof.** (i) We follow a similar approach as in the proof of the first equality of (2.3). Let \( k \in \mathbb{Z} \) such that \( K := 2k + 1 > p \). Then there exists \( q \in \mathbb{Z}_+ \) such that

\[
q \cdot P_p \leq K < (q + 1) \cdot P_p.
\]
It follows that for any integer \( y \), there are either \( q \) or \( q + 1 \) numbers among \( \mathbb{Z}_{(k)} \) that equal \( y \) mod \( p \). Further, the number of \( x \in (\mathbb{Z}/p\mathbb{Z})^d \) for which \( p \mid G(x) \) is \( p^d \sigma_p \), thus the number of \( x \in \mathbb{Z}_{(k)}^d \) for which \( p \mid G(x) \) is between \( q^d p^d \sigma_p \) and \( (q + 1)^d p^d \sigma_p \). Therefore

\[
(2.20) \quad \sigma_p^{(k)} \in \left[ \frac{q^d p^d \sigma_p}{K^d}, \frac{(q + 1)^d p^d \sigma_p}{K^d} \right] := \Sigma_k.
\]

Thanks to (2.19), we have

\[
(2.21) \quad \Sigma_k \subseteq \left[ \frac{q^d p^d \sigma_p}{([q + 1]p)^d}, \frac{(q + 1)^d p^d \sigma_p}{(q p)^d} \right] = \left[ \left( \frac{q}{q + 1} \right)^d \sigma_p, \left( \frac{q + 1}{q} \right)^d \sigma_p \right],
\]

whose left and right endpoints both converge to \( \sigma_p \) as \( q \to \infty \). Hence

\[
\sigma_p^{(k)} \to \sigma_p, \quad \text{as } q \to \infty, \text{ or equivalently, as } k \to \infty.
\]

Additionally, we deduce \( \sigma_p^{(k)} \leq q^d \sigma_p \) from (2.20) and (2.21) along with \( q \geq 1 \).

(ii) The probability \( \sigma^{(k)} \) is no greater than \( \sigma_p^{(k)} \), which by virtue of (i) and Lemma 2.14 converges to 0 as \( p, k \to \infty \) with \( k > (p - 1)/2 \). \( \square \)

3. SNF Distribution

Let \( m \leq n \) be two positive integers. We shall define the density of SNF of a random \( n \times m \) integer matrix as the limit (if exists) of the density of SNF of a random \( n \times m \) matrix with entries independent and uniformly distributed over \( \mathbb{Z}_{(k)} \) as \( k \to \infty \) (see Definition 3.1 below for a precise definition).

If we regard the minors of an \( n \times m \) matrix as polynomials of the \( nm \) matrix entries with integer coefficients, then the SNF of a matrix is uniquely determined by the values of these polynomials. Specifically, let \( x_1, x_2, \ldots, x_{nm} \) be the \( nm \) entries of an \( n \times m \) matrix, \( F_j \)'s be the minors of an \( n \times m \) matrix as elements in \( \mathbb{Z}[x_1, x_2, \ldots, x_{nm}] \), \( U_i \) be the set of \( i \times i \) minors \( (1 \leq i \leq m) \), then the SNF of this matrix is the diagonal matrix whose \( i \)-th diagonal entry is 0 if \( g_i(x) = 0 \) and \( g_i(x)/g_{i-1}(x) \) otherwise, where \( x = (x_1, x_2, \ldots, x_{nm}) \) and \( g_i(x) \) is defined in (2.1).

In this spirit, the multi-gcd distribution as well as the results in Sections 2.1–2.3 have analogues for the SNF distribution of a random integer matrix. This section presents these analogues and the next section will use them to compute the density \( \mu \) for some interesting types of sets.

Conventionally, the SNF is only defined for a nonzero matrix; however, for convenience, we shall define the SNF of a zero matrix to be itself, so that SNF is well-defined for all matrices. This definition does not change the density (if exists) of SNF of a random \( n \times m \) integer matrix since the probability of a zero matrix with entries from \( \mathbb{Z}_{(k)} \) is \( 1/(2k + 1)^{nm} \), which converges to 0 as \( k \to \infty \).

We denote the SNF of an \( n \times m \) matrix \( M \) by \( \text{SNF}(M) = (\text{SNF}(M)_{i,j})_{n \times m} \) and let \( S \) be the set of all candidates for SNF of an \( n \times m \) integer matrix, i.e., the set of \( n \times m \) diagonal matrices whose diagonal entries \( (d_1, d_2, \ldots, d_m) \) are nonnegative integers such that \( d_{i+1} \) is a multiple of \( d_i \), \( i = 1, 2, \ldots, m - 1 \).

For ease of notation, we shall always assume that the matrix entries are independent and uniformly distributed on its range (if known, e.g., \( \mathbb{Z}_{(k)} \) or \( \mathbb{Z}/P\mathbb{Z} \)), and that the notion \( \text{SNF}(M) \in S \) or \( \text{SNF}(M) = D \) (mod \( P \)) for some \( S \subseteq S, D \in S \) and \( P \) implies the equivalence of multiplication of the entries of \( M \) by units in \( \mathbb{Z}/P\mathbb{Z} \), thus we can assume for convenience that the entries of \( \text{SNF}(M) \) (mod \( P \)) are zero or divisors of \( P \).

**Definition 3.1.** (i) For \( S \subseteq S \), we denote by \( \mu^{(k)}(S) \) the probability that \( \text{SNF}(M) \in S \) with entries of \( M \) from \( \mathbb{Z}_{(k)} \). If \( \lim_{k \to \infty} \mu^{(k)}(S) = \mu(S) \) exists, then we say that the probability that
SNF(M) ∈ S with M a random n × m integer matrix is μ(S). If this is the case, then μ(S) ∈ [0, 1] since μ(k)(S) ∈ [0, 1] for all k.

(ii) We define similarly the SNF distribution over the ring of integers mod p*: for prime p and positive integer s, we denote by μ_p^k(S) the probability that the SNF(M) ∈ S (mod p^s) with entries of M from Z/(k), and by μ_p^s(S) the probability that SNF(M) ∈ S (mod p^s) with entries of M from Z/p^sZ.

More generally, for a finite set P of prime and positive integer pairs (p, s) (with p a prime and s a positive integer), we denote by μ_P^k(S) the probability that SNF(M) ∈ S (mod P^s) with entries of M from Z/(k), and by μ_P^s(S) the probability that SNF(M) ∈ S (mod P^s) with entries of M from Z/P^sZ. Note that μ_P^s(S) is the number of matrices M over P such that SNF(M) ∈ S (mod P^s) divided by P^s_m. The situation discussed in the previous paragraph is the special case that P consists of only one element (p, s) and P = p^s.

In this section, we establish a formula for μ_p^s, discuss the properties of μ_P^s and μ, show the existence of μ and represent it as a product of μ_p^s.

3.1. SNF Distribution over Z/p^sZ.

We have the following formula for μ_p^s and analogue of Theorem 2.3 for SNFs.

Theorem 3.2. (i) Given a prime p, a positive integer s and a sequence of integers 0 = a_0 ≤ a_1 ≤ \cdots ≤ a_s ≤ a_{s+1} = m, let \( \mathbf{a} := (a_1, a_2, \ldots, a_s) \) and \( D_\mathbf{a} \in S \) be the diagonal matrix with exactly \( (a_i - a_{i-1})p^{i-1}'s \) i.e., \( a_i \) non-p^i-multiples, 1 ≤ i ≤ s on its diagonal. Then we have

\[
\mu_p^s(\{D_\mathbf{a}\}) = p^{-\sum_{i=1}^s (n-a_i)(m-a_i)} \cdot \frac{[p, n][p, m]}{[p, n-a_i][p, m-a_i] \prod_{i=1}^s [p, a_i - a_{i-1}]},
\]

where

\[
[p, 0] = 1, \quad [p, \ell] := \prod_{j=1}^\ell (1 - p^{-j}), \quad \ell \in \mathbb{Z}_+.
\]

(ii) For any \( S \subseteq S \), we have

\[
\mu_{P_p}(S) = \sum_{D \in S (mod P_p)} \mu_p^s(D)
\]

and

\[
\lim_{k \to \infty} \mu_P^{k} = \mu_{P_p}(S) = \prod_{(p, s) \in P} \mu_p^s(S).
\]

Proof. (ii) and (iii) are direct applications of Theorem 2.3 to SNFs. For (i), we compute the number of \( n \times m \) matrices over \( \mathbb{Z}/p^s\mathbb{Z} \) whose SNF is \( D_\mathbf{a} \) by [7, Theorem 1] (or [8, Theorem 2]) and simplify it to

\[
\mu_p^s(\{D_\mathbf{a}\}) = p^{-s_m n} N = \text{RHS of (3.1)}.
\]

Remark 3.3. In the case of \( s = 1 \), the formula (3.3) gives the number of \( n \times m \) matrices over \( \mathbb{Z}/p\mathbb{Z} \) of rank \( a_1 \) and is consistent with [15, Exercise 1.192(b)]; whereas in the case of \( n = m \), a calculation shows that (3.3) is consistent with the results in [9, pp. 233, 236] (their |Aut H| is our N).
3.2. SNF Distribution over \( \mathbb{Z} \).

The properties of \( \lambda \) of set unions, subtractions and complements in Section 2.2 also carry over to SNFs. They will be useful in determining the value of \( \mu \) for some specific sets (for instance, the singleton set of the identity matrix as in Section 4.3).

**Theorem 3.4.** Suppose that \( \{ S_\alpha \}_{\alpha \in A} \) are pairwise disjoint subsets of \( S \) such that \( \mu(S_\alpha) \) exists for all \( \alpha \in A \). If \( A \) is a finite set, then
\[
\mu \left( \bigcup_{\alpha \in A} S_\alpha \right) = \sum_{\alpha \in A} \mu(S_\alpha).
\]

**Theorem 3.5.** Suppose that \( S' \subseteq S \subseteq \mathbb{Z} \) such that \( \mu(S') \) and \( \mu(S) \) both exist, then
\[
\mu(S \setminus S') = \mu(S) - \mu(S').
\]

In particular for the complement \( S^c \) of \( S \) in \( \mathbb{Z} \), we have
\[
\mu(S^c) = 1 - \mu(S).
\]

**Theorem 3.6.** Suppose that \( T \in \mathbb{Z} \) such that \( \mu(T) = 0 \), then for any \( S \subseteq T \), we also have \( \mu(S) = 0 \).

3.3. Connection between \( \mu \) and \( \mu_{p^s} \).

Theorem 2.8 has an analogue for SNFs as well, by virtue of the following well-known lemma (see [3, Theorem 61.1] for an easy proof).

**Lemma 3.7.** Fix a positive integer \( r \). The determinant of an \( r \times r \) matrix as a polynomial of its \( r^2 \) entries \( x_1, x_2, \ldots, x_r \) is irreducible in \( \mathbb{Q}[x_1, x_2, \ldots, x_r] \).

For any \( i \leq m \wedge (n-1) \) (i.e., \( \min \{m, n-1\} \)), which is \( m \) if \( m < n \), and \( n-1 \) if \( m = n \), recalling that \( m \leq n \), the set \( U_i \) contains at least two different minors, which are both irreducible as polynomials of the entries on the strength of Lemma 3.7 and therefore relatively prime. Hence Assumption 2.7 holds with \( w = m \wedge (n-1) \). This allows us to apply Theorem 2.8 to SNFs and obtain the following analogue. In addition, we will compute the density \( \mu(S) \) explicitly later in Section 4.1.

**Theorem 3.8.** Given positive integers \( r \leq m \wedge (n-1) \) and \( d_1 | d_2 | \cdots | d_r \), let \( z = \prod_{j=1}^{\infty} p_j^{s_j} \) with \( p_j \) the \( j \)-th smallest prime and \( s_j \) nonnegative integers, \( j = 1, 2, \ldots \) such that \( d_r | z \), then the probability \( \mu(S) \) exists for
\[
S = \{ D := (D_{i,j})_{n \times m} \in S : D_{i,i} = d_i, \; \forall \; i \leq r \},
\]
and in fact
\[
\mu(S) = \prod_{j=1}^{\infty} \mu_{p_j^{s_j+1}}(S).
\]

**Remark 3.9.** (i) The right-hand side of (3.5) is well-defined since \( \mu_{p^s}(\cdot) \in [0, 1] \) for all \( p \) and \( s \).

(ii) We have assumed that \( r \leq m \wedge (n-1) \); in fact, we have \( \mu(S) = 0 \) otherwise. Recall that \( m \leq n \) and note that \( r \leq m \), thus in the case of \( r > m \wedge (n-1) \), we must have \( r = m = n \). As a result, any matrix \( M \) with \( \text{SNF}(M) \in S \) satisfies \( |M| = \pm d_n \). We will show later that the probability that the determinant of a random \( n \times n \) integer matrix equals \( \pm c \) is 0 for all constant \( c \) (Theorem 4.5).

(iii) We have also assumed that the \( d_i \)'s are positive; in fact, we have \( \mu(S) = 0 \) otherwise. If \( d_i = 0 \) for some \( i \), then all \( i \times i \) minors of any matrix \( M \) with \( \text{SNF}(M) \in S \) are zero. Applying Theorem 4.5 to \( c = 0 \) yields the desired result.
4. Applications

Now we apply Theorems 3.2 and 3.8 to compute the density $\mu$ explicitly for the following subsets of $S$: matrices with first few diagonal entries given (i.e., with the form of (3.4)), full rank matrices, a finite subset, matrices with diagonal entries all equal to 1, and square matrices with at most $\ell (=1,2,\ldots,n)$ diagonal entries not equal to 1.

4.1. Density of the Set (3.4).

For the set $S$ of (3.4), i.e., of matrices with first $r$ diagonal entries given, we take $z = d_r$ in Theorem 3.8 then it suffices to compute $\mu_{p^s+1}(S)$ for each $(p,s) = (p_j,s_j)$. In mod $p^{s+1}$, the set $S$ has $m-r+1$ elements (see (4.12) below). Further, since formula (3.1) gives the density $\mu_{p^s+1}$ of each element of $S$, one can take the sum over $S$ to get an expression for $\mu_{p^s+1}(S)$ (Theorem 3.2), and compute this sum explicitly when $m-r$ is small, such as in Theorems 4.8 and 4.9 below.

However, this sum is hard to compute when $m-r$ is large, for example, when $m$ is large and $r$ is fixed; in this case, we recast $S$ as the difference between a subset of $S$ and the union of other $r-1$ subsets such that for each of these $r$ sets, its density $\mu_{p^s+1}$ is given directly by (3.1).

We work out two examples to illustrate this idea, and then deal with the general case.

4.1.1. The First Example: Relatively Prime Entries.

Our approach reproduces the following result mentioned at the beginning of this paper.

Theorem 4.1. Let $S$ be the set of (3.4) with $r = 1$ and $d_1 = 1$, then we have

$$\mu(S) = \frac{1}{\zeta(nm)},$$

where $\zeta(\cdot)$ is the Riemann zeta function.

Proof. Applying Theorem 3.8 with $r = 1$, $d_1 = 1$ and $s_j = 0$, $j = 1,2,\ldots$ gives

$$\mu(S) = \prod_p \mu_p(S),$$

therefore it reduces to computing $\mu_p(S)$ for each $p$.

Recall the equivalence of multiplication by units, therefore we only have two choices for matrix entries in mod $p$: 1 and 0. The set $S$ (mod $p$) consists of all the matrices in $S$ whose first diagonal entry is 1, thus $S = \{D\alpha : \alpha = (a_1) \geq 1\}$ (mod $p$) (recall from Theorem 3.2 that $\alpha := (a_1,a_2,\ldots,a_s)$ and that $D\alpha \in S$ is the diagonal matrix with exactly $a_i$ non-$p^i$-multiples on its diagonal). Therefore

$$\mu_p(S) = 1 - \mu_p(\{D(0)\}).$$

We apply (3.1) to get $\mu_p(\{D(0)\}) = p^{-nm}$, thus $\mu_p(S) = 1 - p^{-nm}$. Plugging into (4.2) along with the Euler product formula

$$\prod_p (1 - p^{-i}) = \frac{1}{\zeta(i)} \in (0,1), \quad \forall \ i \geq 2$$

yields (4.1). \quad \square

4.1.2. Another Example.

Theorem 4.2. Let $S$ be the set of (3.4) with $r = 2$, $d_1 = 2$ and $d_2 = 6$, then we have

$$\mu(S) = \mu_{2^2}(S) \mu_{3^2}(S) \prod_{p>3} \mu_p(S),$$

(4.4)
\begin{align}
\mu_{2^2}(S) &= 2^{-nm} \left(1 - 2^{-nm} - 2^{-(n-1)(m-1)} \left(1 - \frac{2^{-n}}{2^{-1}}\right)\right), \\
\mu_{3^2}(S) &= 3^{-(n-1)(m-1)} \left(1 - 3^{-(n-1)(m-1)} \right) \left(1 - \frac{3^{-n}}{3^{-1}}\right), \\
\mu_p(S) &= 1 - p^{-nm} - p^{-(n-1)(m-1)} \cdot \left(1 - \frac{p^{-n}}{1 - p^{-1}}\right) = 1 - \sum_{(n-1)m}^{(n-1)(m-1)} p^{-i} + \sum_{n(m-1)+1}^{nm-1} p^{-i}.
\end{align}

Proof. The first equation (4.4) follows directly from Theorem 3.8 with \( r = 2, d_1 = 2, d_2 = z = 6, s_1 = s_2 = 1, s_j = 0, j \geq 3 \). Therefore it reduces to calculating \( \mu_p(S) \) for \((p, s) = (2, 2), (3, 2)\) and \((p, 1)\) with \( p \geq 3 \).

Case 1. \( p > 3 \) and \( s = 1 \).

Recall the equivalence of multiplication by units, therefore we only have two choices for matrix entries in mod \( p \): 1 and 0. The set \( S \) (mod \( p \)) consists of all the matrices in \( S \) whose first two diagonal entries are 1, thus \( S = \{Da : a = (a_1) \geq 2\} \) (mod \( p \)) (recall \( a \) again from Theorem 3.2). Therefore

\[
\mu_p(S) = 1 - \mu_p(\{D(0)\}) - \mu_p(\{D(1)\}).
\]

We then apply (3.1) to get \( \mu_p(\{D(0)\}) \) and \( \mu_p(\{D(1)\}) \), and (4.7) follows.

Case 2. \( p = 2 \) and \( s = 2 \).

We have three choices for matrix entries in mod \( 2^2 \): 1, 2 and 0. The set \( S \) (mod \( 2^2 \)) consists of all the matrices in \( S \) whose first two diagonal entries are 2, thus \( S = \{Da = (a_1, a_2) : a_1 = 0, a_2 \geq 2\} \) (mod \( 2^2 \)). Therefore

\[
\mu_{2^2}(S) = \mu_{2^2}(\{D(a_1, a_2) : a_1 = 0\}) - \mu_{2^2}(\{D(0, 0)\}) - \mu_{2^2}(\{D(0, 1)\}).
\]

Notice that the set \( \{D(a_1, a_2) : a_1 = 0\} \) (mod \( 2^2 \)) consists of all the matrices in \( S \) whose diagonal entries are all multiples of 2 (i.e., either 2 or 0); in other words, in mod 2, it contains only one element – the zero matrix. Hence

\[\mu_{2^2}(\{D(a_1, a_2) : a_1 = 0\}) = \mu_2(\{D(0)\}).\]

Plugging into (4.8) and applying (3.1) to get \( \mu_2(\{D(0)\}) \), \( \mu_{2^2}(\{D(0, 0)\}) \) and \( \mu_{2^2}(\{D(0, 1)\}) \), we obtain (4.5).

Case 3. \( p = 3 \) and \( s = 2 \).

We have three choices for matrix entries in mod \( 3^2 \): 1, 3 and 0. The set \( S \) (mod \( 3^2 \)) consists of all the matrices in \( S \) whose first two diagonal entries are 1 and 3, respectively, thus \( S = \{Da = (a_1, a_2) : a_1 = 1, a_2 \geq 2\} \) (mod \( 3^2 \)). Therefore

\[
\mu_{3^2}(S) = \mu_{3^2}(\{D(a_1, a_2) : a_1 = 1\}) - \mu_{3^2}(\{D(1, 1)\}).
\]

Notice that the set \( \{D(a_1, a_2) : a_1 = 1\} \) (mod \( 3^2 \)) consists of all the matrices in \( S \) whose first diagonal entry is 1 and all other diagonal entries are multiples of 3 (i.e., either 3 or 0); in other words, in mod 3, it contains only one element – the diagonal matrix whose diagonal entries are 1, 0, 0, \ldots, 0. Hence

\[\mu_{3^2}(\{D(a_1, a_2) : a_1 = 1\}) = \mu_3(\{D(1)\}).\]

Plugging into (4.9) and applying (3.1) to get \( \mu_3(\{D(1)\}) \) and \( \mu_{3^2}(\{D(1, 1)\}) \), we obtain (4.6). \( \square \)
4.1.3. The General Case.

**Theorem 4.3.** Let $\mathcal{S}$ be the set of (3.1) in Theorem 3.8 with $d_r = \prod_{j=1}^{\infty} p_j^{s_j}$, then for $(p, s) = (p_j, s_j)$, $j = 1, 2, \ldots$, we have

$$
\mu_{p^{s+1}}(\mathcal{S}) = p^{-\sum_{i=1}^{r} (\ell_i - 1)(m-\ell_i)} \sum_{\ell=0}^{r-1} p^{-(\ell+1)(m-\ell)} \prod_{s=0}^{m} \prod_{s=0}^{m} \prod_{s=0}^{m} 
$$

(4.10)

$$
- \sum_{\ell=0}^{r-1} p^{-(\ell+1)(m-\ell)} \sum_{s=1}^{m} \sum_{s=1}^{m} \sum_{s=1}^{m} 
$$

where $\ell$ (0 ≤ $i$ ≤ $s$) is the number of non-$p^{i}$-multiples among $d_1, d_2, \ldots, d_r$ (thus $\ell \leq r - 1$). In particular, when $s = 0$ (which holds for all but finitely many $j$’s), we have

$$
\mu_{p}(\mathcal{S}) = 1 - \sum_{\ell=0}^{r-1} p^{-(\ell+1)(m-\ell)} \prod_{s=1}^{m} \prod_{s=1}^{m} \prod_{s=1}^{m} 
$$

(4.11)

The value of $\mu(\mathcal{S})$ is then given by Theorem 3.8 with $z = d_r$.

**Proof.** Recalling from Theorem 3.2 the notation of $D_{a}$, we recast $\mathcal{S}$ as

$$
\mathcal{S} = \{D_{a}=(a_1, a_2, \ldots, a_{s+1}) : a_i = \tilde{a}_i, 1 \leq i \leq s, a_{s+1} \geq r \} \pmod{p^{s+1}},
$$

and therefore

$$
\mu_{p^{s+1}}(\mathcal{S}) = \mu_{p^{s+1}}(\{D_{a}=(a_1, a_2, \ldots, a_{s+1}) : a_i = \tilde{a}_i, 1 \leq i \leq s \}) - \sum_{\ell=0}^{r-1} \mu_{p^{s+1}}(\{D_{(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_s, \ell)}\}).
$$

Notice that the set $\{D_{a}=(a_1, a_2, \ldots, a_{s+1}) : a_i = \tilde{a}_i, 1 \leq i \leq s \}$ is also a polynomial of $p^{s+1}$ with integer coefficients since $m - a_s + \sum_{i=1}^{s} (a_i - a_{i-1}) = m$. The $\mu_{p^{s+1}}(\mathcal{S})$ of (4.11) is also a polynomial of $p^{s+1}$ with integer coefficients and with constant term 1 (see the $\mu_{p}(\mathcal{S})$ of (4.7) as an example). If we replace each occurrence of $p$ by $p^{\ell}$, where $\ell$ is a complex variable, and plug into (3.5) of Theorem 3.8 we get an Euler product for some kind of generalized zeta function.

For instance, when $m = n = 3$, for the set $\mathcal{S}$ in Theorem 4.2 we apply (4.7) to get

$$
\mu_{p}(\mathcal{S}) = 1 - p^{-4} - p^{-5} - p^{-6} + p^{-7} + p^{-8} = (1 - p^{-2})(1 - p^{-3})(1 + p^{-2} + p^{-3}).
$$

Taking the product over all primes $p$ and applying the Euler product formula (4.3), we obtain

$$
\prod_{p} \mu_{p}(\mathcal{S}) = \frac{1}{\zeta(2)\zeta(3)} \prod_{p} (1 + p^{-2} + p^{-3}).
$$

Plugging into (4.14), we see that to obtain the density $\mu(\mathcal{S})$, it reduces to computing $\prod_{p} (1 + p^{-2} + p^{-3})$, or to understanding the Euler product $\prod_{p} (1 + p^{-2} + p^{-3})$.

It would be interesting to study whether such an Euler product for some generalized zeta function (1) has any interesting properties relevant to SNF; (2) extends to a meromorphic function on all of $\mathbb{C}$; (3) satisfies a functional equation.
4.2. The Determinant.

The determinant of an \( m \times m \) matrix can be regarded as a polynomial \( G \) of its \( m^2 \) entries. Note that \( G \) is not a constant since it takes values 1 and 0 for the identity matrix and the zero matrix, respectively. Thus we can apply Theorem 2.15 to \( G \) and obtain the following.

**Theorem 4.5.** Let \( G \) be an integer. The probability that the determinant equals \( c \) for an \( m \times m \) matrix with entries from \( \mathbb{Z}_k \) goes to 0 as \( k \to \infty \); in other words, the density of the determinant of a random \( m \times m \) integer matrix is always 0.

This result plays an important role in the next two theorems. The first of them shows that the probability that a random \( n \times m \) integer matrix is full rank is 1.

**Theorem 4.6.** If \( S \subseteq \mathbb{S} \) satisfies \( D_{m,m} = 0 \) for all \( D = (D_{i,j})_{n \times m} \in S \), then we have \( \mu(S) = 0 \); in other words, the probability that an \( n \times m \) matrix with entries from \( \mathbb{Z}_k \) is full rank goes to 1 as \( k \to \infty \).

**Proof.** If \( \text{SNF}(M)_{m,m} = 0 \), then all \( m \times m \) minors of \( M \) are zero. Therefore the result follows from Theorem 4.5 with \( c = 0 \).

When \( m = n \), we can generalize Theorem 4.6 to \( S \) with finitely many values of \( D_{m,m} \)’s.

**Theorem 4.7.** Suppose that \( m = n \) and \( S \subset \mathbb{S} \), then we have \( \mu(S) = 0 \) if the set \( \{ D_{n,n} : D = (D_{i,j})_{n \times n} \in S \} \) is finite; in particular, this holds for any finite subset \( S \subset \mathbb{S} \).

**Proof.** For any \( M \) such that \( \text{SNF}(M) = D \in S \), we have \( |M| = \pm D_{1,1}D_{2,2} \cdots D_{n,n} \). As a consequence, if \( D_{n,n} = 0 \), then \( |M| = 0 \); if \( D_{n,n} \neq 0 \), then the \( D_{i,i} \)’s are divisors of \( D_{n,n} \) and therefore \( |M| \) has finitely many choices. The result then follows from Theorem 4.5.

If \( D_{n,n} \neq 0 \) for all \( D \in S \), then we have another proof of Theorem 4.7 without invoking Theorem 4.5. We cannot take advantage of (3.2) from Theorem 3.8 since \( r = m = n \geq m \land (n - 1) \) in this case. Instead, we will start from the observation that \( \mu^{(k)}(S) \leq \mu^{(k)}_{P(\ell)}(\{I\}) \) with \( P(\ell) \) a product of primes and \( I \) the identity matrix, then bound \( \mu^{(k)}_{P(\ell)}(\{I\}) \) from above by \( 2\ell^2 \mu^{(k)}_{P(\ell)}(\{I\}) \) through a similar idea as in the proof of (2.3) (approximating \( 2k + 1 \) by a multiple of \( P(\ell) \)), and finally show that \( \mu^{(k)}_{P(\ell)}(\{I\}) \to 0 \) as \( \ell \to \infty \).

**Another Proof of Theorem 4.7** with \( D_{n,n} \neq 0 \) for all \( D \in S \). Let \( I \) be the \( n \times n \) identity matrix and \( j^* \in \mathbb{Z}_+ \) such that \( p_j > c \) for all \( j \geq j^* \). Then for any \( j > j^* \), \( \text{SNF}(M) \in S \) (mod \( p_j \)) only if \( \text{SNF}(M) = I \) (mod \( p_j \)).

Applying (3.3) with \( s = 1 \) and \( a_1 = n \) (or [15, Exercise 1.192(b)]), we get the number of \( n \times n \) non-singular matrices over \( \mathbb{Z}/p_j\mathbb{Z} \):

\[
p_j^{n^2} [p_j, n] := \beta_j.
\]

Set

\[
P(\ell) := p_{j_1}p_{j_2} \cdots p_\ell, \ \ell \geq j^*.
\]

Then \( \text{SNF}(M) \in S \) (mod \( P(\ell) \)) only if \( \text{SNF}(M) = I \) (mod \( P(\ell) \)). Hence \( \mu^{(k)}_{P(\ell)}(S) \leq \mu^{(k)}_{P(\ell)}(\{I\}) \).

By the Chinese remainder theorem, the number of \( n \times n \) matrices over \( \mathbb{Z}/P(\ell)\mathbb{Z} \) whose SNF equals \( I \) mod \( P(\ell) \) is

\[
\beta_{j^*} \beta_{j^*+1} \cdots \beta_\ell = \prod_{j=j^*}^\ell p_j^{n^2} [p_j, n] = P(\ell)^n \prod_{j=j^*}^\ell [p_j, n] := \beta(\ell).
\]

For any integer \( k \) with \( K := 2k + 1 > P(\ell) \), there exists \( q \in \mathbb{Z}_+ \) such that

\[
q \cdot P(\ell) \leq K < (q + 1) \cdot P(\ell).
\]
Then for any integer $z$, there are at most $q + 1$ numbers among $\mathbb{Z}_{(k)}$ that equal $z \mod P(\ell)$. Therefore the number of $n \times n$ matrices with entries from $\mathbb{Z}_{(k)}$ whose SNF is equal to $I \mod P(\ell)$ is at most $(q + 1)^n \beta(\ell)$. Hence

\begin{equation}
(4.17) \quad \mu_{P(\ell)}^{(k)}(\{I\}) \leq \frac{(q + 1)^n \beta(\ell)}{K^2} \leq \frac{(q + 1)^n \beta(\ell)}{[qP(\ell)]^n} = \left(\frac{q + 1}{q}\right)^n \beta(\ell) \frac{1}{P(\ell)^n} \leq 2^n \prod_{j=1}^\ell [p_j, n],
\end{equation}

on the strength of \((4.15)\) and \((4.16)\) (note that $P(\ell)^{-n^2} \beta(\ell) = \mu_{P(\ell)}^{(k)}(\{I\})$ by \((4.15)\) and \((3.2)\)).

Notice that \((4.18)\)

\begin{equation}
(4.18) \quad 1 - x \leq \exp(-x), \quad \forall x \in [0, 1].
\end{equation}

(To see this, let $W(x) := 1 - x - \exp(-x)$, $x \in [0, 1]$, then $W'(x) = -1 + \exp(-x) \leq 0$. Hence $W(x) \leq W(0) = 0$.)

Applying \((4.18)\) with $x = p_j^{-1}$ ($j^* \leq j \leq \ell$), we obtain

$[p_j, n] \leq 1 - p_j^{-1} \leq \exp\left(-p_j^{-1}\right)$.

Plugging into \((4.17)\) yields

\begin{equation}
\mu_{P(\ell)}^{(k)}(\{I\}) \leq 2^n \prod_{1 \leq j \leq \ell} \exp\left(-p_j^{-1}\right) = 2^n \exp\left(-\sum_{j^* \leq j \leq \ell} p_j^{-1}\right) \to 0 \quad \text{as} \quad \ell \to \infty
\end{equation}

with $2k + 1 (= K) > P(\ell)$, by the well-known result that

\begin{equation}
\sum_{1 \leq j \leq \ell} p_j^{-1} \to \infty \quad \text{as} \quad \ell \to \infty.
\end{equation}

Since $\mu^{(k)}(S) \leq \mu_{P(\ell)}^{(k)}(S) \leq \mu_{P(\ell)}^{(k)}(\{I\})$, we deduce that $\mu^{(k)}(S) \to 0$ as $k \to \infty$, as desired. \hfill \Box

### 4.3. Probability that All Diagonal Entries of the SNF Are 1.

Theorem \((4.7)\) (along with Theorem \((3.6)\)) implies that the probability that all diagonal entries of an SNF are 1 is 0 if $m = n$; however, as we will see soon, this probability is positive if $m < n$. We will need Theorems \((3.2)\) and \((3.8)\) to determine its value.

**Theorem 4.8.** Let $E$ be the $n \times m$ diagonal matrix whose diagonal entries are all 1. If $m < n$, then we have

\begin{equation}
\mu(\{E\}) = \frac{1}{\prod_{i=n-m+1}^n \zeta(i)} \to \begin{cases} 
1, & \text{if } m \text{ is fixed} \\
\frac{1}{\prod_{i=n-m+1}^n \zeta(i)}, & \text{if } n - m \text{ is fixed} 
\end{cases}, \quad \text{as } n \to \infty.
\end{equation}

**Proof.** Apply Theorem \((3.8)\) with $S = \{E\}$, $r = m$, $d_i = z = 1$, $s_j = 0$ for all $i, j$, and then Theorem \((3.2)\) with $s = 1$, $a_1 = m$:

\begin{equation}
\mu(\{E\}) = \prod_p \mu_p(\{E\}) = \prod_p \frac{[p, n]}{[p, n-m]} = \prod_p \prod_{i=n-m+1}^n (1 - p^{-i}) = \prod_{i=n-m+1}^n \prod_p (1 - p^{-i})
\end{equation}

= \frac{1}{\prod_{i=n-m+1}^n \zeta(i)},

on the strength of $n - m + 1 \geq 2$ and the Euler product formula \((4.3)\).

Finally, thanks to the fact that $\zeta(i) \downarrow 1$ as $i \to \infty$, we obtain the limits of $\mu(\{E\})$ as desired. \hfill \Box
4.4. Probability that At Most $\ell$ Diagonal Entries of the SNF Are Not 1.

In this section, we assume that $m = n$. We provide a formula for the probability that an SNF has at most $\ell$ diagonal entries not equal to 1 and a formula for the limit of this probability as $n \to \infty$. In particular, when $\ell = 1$, this limit is the reciprocal of a product of values of the Riemann zeta function at positive integers and equals $0.846936$. For bigger $\ell$, we prove that this limit converges to 1 as $\ell \to \infty$ and find its asymptotics (see (4.38)).

4.4.1. Cyclic SNFs ($\ell = 1$).

We shall say that an SNF is cyclic if it has at most one diagonal entry not equal to 1, i.e., if the corresponding cokernel is cyclic. Denote the set of $n \times n$ cyclic SNFs by $\mathcal{T}_n$. We will compute the probability $\mu(\mathcal{T}_n)$ of having a cyclic SNF, and show that this probability strictly decreases to 0.846936 as $n \to \infty$.

**Theorem 4.9.** We have

(i) 
\begin{equation}
\mu(\mathcal{T}_n) = \frac{1}{\prod_{i=2}^{n} \zeta(i)} \cdot \prod_{p} \left( 1 + \frac{1}{p^2} + \frac{1}{p^3} + \cdots + \frac{1}{p^n} \right) =: Z_n;
\end{equation}

(ii) $Z_n$ is strictly decreasing in $n$;

(iii) 
\begin{equation}
Z_2 = \frac{1}{\zeta(4)} = \frac{90}{\pi^4} \approx 0.923938;
\end{equation}

(iv) 
\begin{equation}
\lim_{n \to \infty} Z_n = \frac{1}{\zeta(6) \prod_{i=4}^{\infty} \zeta(i)} \approx 0.846936.
\end{equation}

**Proof.** (i) Apply Theorem 3.8 with $\mathcal{S} = \mathcal{T}_n$, $r = n - 1$, $d_i = z = 1$, $s_j = 0$ for all $i, j$, and then Theorem 3.2 with $s = 1$, $a_1 = n$, $a_2 = 1$, respectively:

\begin{equation}
\mu(\mathcal{T}_n) = \prod_{p} \mu_p(\mathcal{T}_n) = \prod_{p} \left( \frac{[p, n]}{[p, 1]} + \frac{p^{-1}[p, n]^2}{[p, 1]^2[p, n - 1]} \right) = \prod_{p} \left( \frac{[p, n]}{[p, 1]} \right) \left( \frac{1}{p} + \frac{p^{-1}[p, n]}{[p, 1][p, n - 1]} \right)
\end{equation}

\begin{equation}
= \frac{1}{\prod_{i=2}^{n} \zeta(i)} \prod_{p} \left( 1 - p^{-1} + p^{-1}(1 - p^{-n}) \right) = \frac{1}{\prod_{i=2}^{n} \zeta(i)} \prod_{p} \left( 1 + \frac{1}{p^2} + \frac{1}{p^3} + \cdots + \frac{1}{p^n} \right) = Z_n.
\end{equation}

Here in the fourth equality we used the fact that

\begin{equation}
\prod_{p} \frac{[p, n]}{[p, 1]} = \prod_{i=2}^{n} \prod_{p} \left(1 - p^{-i}\right) = \prod_{i=2}^{n} \prod_{p} \left(1 - p^{-i}\right) = \frac{1}{\prod_{i=2}^{n} \zeta(i)},
\end{equation}

by virtue of the Euler product formula (4.3).

(ii) We consider the ratio:

\begin{equation}
\frac{Z_{n+1}}{Z_n} = \prod_{p} \left(1 - p^{-(n+1)}\right) \cdot \frac{1 + p^{-2} + p^{-3} + \cdots + p^{-(n+1)}}{1 + p^{-2} + p^{-3} + \cdots + p^{-n}} ,
\end{equation}

thus it suffices to show

\begin{equation}
\left(1 - p^{-(n+1)}\right) \cdot \frac{1 + p^{-2} + p^{-3} + \cdots + p^{-(n+1)}}{1 + p^{-2} + p^{-3} + \cdots + p^{-n}} < 1
\end{equation}

for all $p$. For ease of notation, we denote $p^{-1}$ by $t$ throughout this paper, then

\begin{equation}
\text{LHS of (4.22)} = (1 - t^{n+1}) \cdot \left(1 + \frac{t^{n+1}}{1 + t^2 + t^3 + \cdots + t^n}\right) < (1 - t^{n+1}) \left(1 + t^{n+1}\right) = 1 - t^{2(n+1)} < 1.
\end{equation}
(iii) When \( n = 2 \), it follows from definition (4.19) that
\[
Z_2 = \prod_p \left(1 - p^{-2}\right) \left(1 + p^{-2}\right) = \prod_p \left(1 - p^{-1}\right) = \frac{1}{\zeta(4)}.
\]

(iv) Now assume that \( n \geq 3 \). According to the definition (4.19) of \( Z_n \), it suffices to prove that
\[
\lim_{n \to \infty} \prod_p \left(1 + \frac{1}{p^2} + \frac{1}{p^3} + \cdots + \frac{1}{p^n}\right) = \frac{\zeta(2)\zeta(3)}{\zeta(6)}.
\]

In fact, we will show that
\[
(4.23) \quad \frac{\zeta(2)\zeta(3)}{\zeta(6)} = \prod_p \left(1 + \frac{1}{p^2} + \frac{1}{p^3} + \cdots + \frac{1}{p^n}\right) = \lim_{n \to \infty} \prod_p \left(1 + \frac{1}{p^2} + \frac{1}{p^3} + \cdots + \frac{1}{p^n}\right).
\]

We adopt the notation \( t := p^{-1} \). For the left equality of (4.23), we observe that
\[
(4.24) \quad 1 + t^2 + t^3 + \cdots = 1 + \frac{t^2}{1-t} = \frac{1 + t^3}{(1+t)(1-t)} = \frac{1 - t^6}{(1-t^2)(1-t^3)}.
\]

Taking the product of this equation over all reciprocals \( t \) of primes and applying the Euler product formula (4.3) yields the desire equality.

For the right equality of (4.23), since
\[
0 < 1 - \frac{1 + t^2 + t^3 + \cdots + t^n}{1 + t^2 + t^3 + \cdots} = \frac{t^{n+1} + t^{n+2} + \cdots}{1 + t^2 + t^3 + \cdots} < \frac{t^{n+1} + t^{n+2} + \cdots}{t^2 + t^3 + \cdots} = t^{n-1},
\]
combining with (4.3), we obtain
\[1 > \prod_t \frac{1 + t^2 + t^3 + \cdots + t^n}{1 + t^2 + t^3 + \cdots} > \prod_t \left(1 - t^{n-1}\right) = \frac{1}{\zeta(n-1)} \to 1, \quad \text{as } n \to \infty\]
and complete the proof, where \( \prod_t \) represents a product over all reciprocals \( t \) of primes.

One can also show the right equality of (4.23) using the fact that
\[
(4.25) \quad 1 < 1 + p^{-2} + p^{-3} + \cdots + p^{-n} \uparrow 1 + p^{-2} + p^{-3} + \cdots, \quad \text{as } n \to \infty
\]
and the following version of monotone convergence theorem (which will also be very useful later in proving Theorem 4.13 (iii)).

**Theorem 4.10.** If real numbers \( x_{i,j} \) (\( i, j = 1, 2, \ldots \)) satisfy \( 1 \leq x_{i,j} \uparrow x_i \) as \( j \to \infty \) for all \( i \), then we have
\[
(4.26) \quad \lim_{j \to \infty} \prod_{i=1}^{\infty} x_{i,j} = \prod_{i=1}^{\infty} x_i.
\]

Here we allow the products and the limit to be infinity.

**Proof.** Applying the monotone convergence theorem to \( \log x_{i,j} \geq 0 \) gives
\[
\lim_{j \to \infty} \sum_{i=1}^{\infty} \log x_{i,j} = \sum_{i=1}^{\infty} \log x_i.
\]

Thus
\[
\lim_{j \to \infty} \log \prod_{i=1}^{\infty} x_{i,j} = \log \prod_{i=1}^{\infty} x_i,
\]
and (4.26) follows. \( \square \)
Thanks to (4.26), we can apply Theorem 4.10 with $x_{i,j} = 1 + p_i^{-2} + p_i^{-3} + \cdots + p_i^{-j}$ and $x_i = 1 + p_i^{-2} + p_i^{-3} + \cdots$, and arrive at the desire equality.

\[\Box\]

**Remark 4.11.** (1) The proof of Theorem 4.9(iv) is reminiscent of (though not directly related to) [15, Exercise 1.186 (c)].

(2) Theorem 4.9(i), (iv) and the numerical value of (iii) are obtained in [6, Section 3] via a slightly different approach. We have provided a complete and more detailed proof.

### 4.4.2. More Generators (General $\ell$)

Now we consider the SNFs with at most $\ell \leq n$ diagonal entries not equal to 1, i.e., whose corresponding cokernel has at most $\ell$ generators. Denote the set of such $n \times n$ SNFs by $\mathcal{T}_n(\ell)$. In particular, when $\ell = n$, we have $\mu(\mathcal{T}_n(n)) = 1$. The above discussion on cyclic SNFs is for the case $\ell = 1$. We will compute the density $\mu(\mathcal{T}_n(\ell))$ and its limit as $n \rightarrow \infty$, show that this limit increases to 1 as $\ell \rightarrow \infty$, and establish its asymptotics.

We start with a lemma which will play an important role in our proof (as well as in Section 5.2 below).

**Lemma 4.12.** For any positive number $x \leq 1/2$, the positive sequence $\{[1/x, k]\}_{k=1}^\infty$ is decreasing and thus has a limit as $k \rightarrow \infty$:

\[(4.27) \quad C(x) := (1 - x)(1 - x^2)\cdots \in [e^{-2x/(1-x)}, 1].\]

This also implies that $C(x) \rightarrow 1$ as $x \rightarrow 0$ and that $[1/x, k] \in [e^{-2x/(1-x)}, 1)$ for all $x \in (0, 1/2]$ and $k \geq 1$.

In particular, when $x = 1/p$, we have

\[(4.28) \quad [p, k] \downarrow C_p := C(1/p) \in [e^{-2/(p-1)}, 1) \subseteq [e^{-2}, 1), \quad \text{as} \quad k \rightarrow \infty,\]

$C_p \rightarrow 1$ as $p \rightarrow \infty$, and $[p, k] \in [e^{-2/(p-1)}, 1)$ for all $p$ and $k \geq 1$.

**Proof.** The sequence $[1/x, k]$ is strictly decreasing in $k$ because $0 < 1 - x^j < 1$ for all $j \geq 1$.

To get the lower bound for $C(x)$, we will use the following inequality:

\[(4.29) \quad \ln y \geq \frac{1 - y}{y}, \quad \forall \; y \in (0, 1].\]

(To see this, let $\psi(y) := \ln y + (1 - y)/y$, then $\psi'(y) = 1/y - 1/y^2 \leq 0$. Hence $\psi(y) \leq \psi(1) = 0$.)

Applying (4.29) with $y = 1 - x^j$ ($j \geq 1$) yields

\[(4.30) \quad \ln (1 - x^j) \geq -\frac{x^j}{1 - x^j} \geq -2x^j\]

as $x^j \leq 1/2$. Summing up (4.30) over $j$ from 1 to $k$, we get

\[\ln [1/x, k] \geq -\sum_{j=1}^k 2x^j > -\sum_{j=1}^\infty 2x^j = -\frac{2x}{1 - x}.\]

Hence $C(x) = \lim_{k \rightarrow \infty} [1/x, k] \geq e^{-2x/(1-x)}$.

\[\Box\]

**Theorem 4.13.** We have

(i)

\[(4.31) \quad \mu(\mathcal{T}_n(\ell)) = \prod_p Z_n(p, \ell) = \frac{1}{\prod_{i=2}^\ell \zeta(i)} \prod_p Y_n(p, \ell) =: Z_n(\ell),\]

where

\[Z_n(p, \ell) = \mu_p(\mathcal{T}_n(\ell)) = [p, n] \sum_{i=0}^\ell \frac{p^{-i} [p, n]}{[p, i]^2 [p, n - i]}.\]
\[(4.32)\] \[ Y_n(p, \ell) = \left[ \frac{p, 1}{[p, n]} \right] Z_n(p, \ell) = [p, 1] \sum_{i=0}^{\ell} \frac{p^{-i^2}}{[p, i]^2[p, n-i]} ; \]

(ii) \[(4.33)\] \[ Y_n(p, \ell) \uparrow \left[ \frac{p, 1}{[p, 1]} \right] \ell \sum_{i=0}^{\ell} p^{-i} =: Y(p, \ell) \text{ as } n \to \infty , \quad Y(p, \ell) \uparrow \left[ \frac{p, 1}{C_p} \right] \text{ as } \ell \to \infty , \]

and \[(4.34)\] \[ \mu_p(T_n(\ell)) = Z_n(p, \ell) \to \frac{C_p}{[p, 1]} Y(p, \ell) = C_p \ell \sum_{i=0}^{\ell} \frac{p^{-i^2}}{[p, i]^2} =: Z(p, \ell) \text{ as } n \to \infty , \]

where \( C_p = (1 - p^{-1})(1 - p^{-2}) \cdots \) as defined in (4.28) and (4.27), then it follows from (4.33) that \[(4.35)\] \[ Z(p, \ell) \uparrow 1 \text{ as } \ell \to \infty ; \]

(iii) \[(4.36)\] \[ \mu(T_n(\ell)) = Z_n(\ell) \to \frac{1}{\prod_{i=2}^{\infty} \zeta(\ell)} \prod_p \left( Y(p, \ell) = \prod_p Z(p, \ell) =: Z(\ell) \text{ as } n \to \infty , \right. \]

and \( Z(\ell) \uparrow 1 \text{ as } \ell \to \infty ; \)

(iv) \[(4.37)\] \[ \lim_{n \to \infty} \mu_p(T_n(\ell)) = Z(p, \ell) = 1 - C_p^{-1} p^{-\langle \ell+1 \rangle^2} 1 - \frac{2}{p^2 - p} \cdot p^{-\ell} + O \left( p^{-2\ell} \right) \text{ as } \ell \to \infty ; \]

more precisely, this \( O \left( p^{-2\ell} \right) \in (0, 2p^{-2}) \);  

(v) \[(4.38)\] \[ \lim_{n \to \infty} \mu(T_n(\ell)) = Z(\ell) = 1 - C_2^{-1} \cdot 2^{-\langle \ell+1 \rangle^2} \left( 1 - 2^{-\ell} + O \left( 4^{-\ell} \right) \right) \text{ as } \ell \to \infty , \]

where \( C_2^{-1} \approx 3.46275 \).

Parts (ii) and (iv) also hold with \( p = 1/x \) for any \( x \in (0, 1/2] \).

Figure 1 and Table 1 below illustrate the asymptotics (4.38) of \( Z(\ell) \) and fast rate of convergence.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{asymptotics.png}
\caption{Asymptotics of \( Z(\ell) \)}
\end{figure}
Further, we derive from (4.39) identity:

\[ Y = 1 - \frac{1}{\ln 2} \left( 1 - \frac{1}{x} \right) \left( \frac{1}{x} \right)^{\ell} \left( 1 - \frac{1}{x} \right)^{\ell+1} \]

Taking \( n \to \infty \) for all \( j \), we obtain (4.33).

Remark 4.14. The convergence result (4.35) in Theorem 4.13(ii) with \( p = 1/x \) implies Euler’s identity:

\[ \sum_{i=0}^{\infty} \frac{x^i}{(1-x)^2(1-x^2)} \cdots (1-x^i)^2 = \frac{1}{(1-x)(1-x^2)\cdots}. \]

Proof. (i) The first equality follows from Theorem 3.8 with \( S = G_n(\ell) \), \( r = n - \ell \), \( s_i = z = 1 \), \( s_j = 0 \) for all \( i, j \), and Theorem 3.2 with \( s = 1 \), \( a_1 = n, n-1, \ldots, n-\ell \), respectively.

The second equality follows from definition (4.32) and (4.21).

(ii) We observe that

\[ \frac{[p, n]}{[p, n-\ell]} = \left( 1 - p^{-n} \right) \left( 1 - p^{-(n-1)} \right) \cdots \left( 1 - p^{-\ell} \right) \uparrow 1 \text{ as } n \to \infty. \]

This leads to the first result of (4.33).

Since \( Y_n(p, \ell) \) is also increasing in \( \ell \) by definition (4.32), so is \( Y(p, \ell) \), and for all \( \ell \leq n \), we have (4.39)

\[ Y_{\ell}(p, \ell) \leq Y_n(p, \ell) \leq Y_n(p, n). \]

Further, we derive from

\[ 1 = \mu_p(T_n(n)) = \frac{[p, n]}{[p, 1]} Y_n(p, n), \]

that

\[ Y_n(p, n) = \frac{[p, 1]}{[p, n]} \text{ and similarly, } Y_{\ell}(p, \ell) = \frac{[p, 1]}{[p, \ell]}. \]

Plugging into (4.39), we obtain

\[ \frac{[p, 1]}{[p, \ell]} \leq Y_{\ell}(p, \ell) \leq \frac{[p, 1]}{[p, n]} \leq \frac{[p, 1]}{C_p}. \]

Taking \( n \to \infty \) yields

\[ \frac{[p, 1]}{[p, \ell]} \leq Y(p, \ell) \leq \frac{[p, 1]}{C_p}. \]

Then taking \( \ell \to \infty \) and applying Lemma 4.12 leads to the second result of (4.33).

Finally, on the strength of (4.33) and Lemma 4.12 we obtain (4.34) from definition (4.32):

\[ Z_n(p, \ell) = \frac{[p, n]}{[p, 1]} Y_n(p, \ell) \to \frac{C_p}{[p, 1]} Y(p, \ell) \text{ as } n \to \infty. \]

This proof also carries over to \( p = 1/x \) for any \( x \in (0, 1/2] \).
(iii) It follows from definitions (4.31) and (4.32) that

$$Z_n(\ell) = \prod_p Z_n(p, \ell) = \prod_p \frac{[p, n]}{[p, 1]} \prod_p Y_n(p, \ell).$$

By virtue of (4.21), we have

$$\prod_p \frac{[p, n]}{[p, 1]} = 1 \prod_{i=2}^{\infty} \zeta(i) \approx 0.435757 \text{ as } n \to \infty.$$

Further, this limit

$$\prod_{i=2}^{\infty} \zeta(i) = \prod_p \frac{[p, n]}{[p, 1]} \prod_p Y_n(p, \ell) \uparrow 1 \prod_p \frac{C_p}{[p, 1]} \text{ as } n \to \infty.$$

We can also deduce (4.42) from Theorem 4.10 with $x_{i,j} = \frac{[p_i, 1]}{[p_i, j]}$ since

$$1 \leq \frac{[p, 1]}{[p, n]} \uparrow \frac{[p, 1]}{C_p} \text{ as } n \to \infty$$

by Lemma 4.12.

For the second product on the right-hand side of (4.40), from (4.20) in the proof of Theorem 4.9 (i), we see that $Y_n(p, 1) = 1 + p^{-2} + p^{-3} + \cdots + p^{-n} > 1$. Since $Y_n(p, \ell)$ is increasing in $\ell$, we have $Y_n(p, \ell) > 1$ as well. In conjunction with (4.33), we can apply Theorem 4.10 with $x_{i,j} = Y_j(p_i, \ell)$ to obtain

$$\prod_p Y_n(p, \ell) \uparrow \prod_p Y(p, \ell) \text{ as } n \to \infty.$$

Plugging (4.41), (4.43) and (4.42) into (4.40) along with definition (4.34) yields (4.36):

$$Z_n(\ell) \to \frac{1}{\prod_{i=2}^{\infty} \zeta(i)} \prod_p Y(p, \ell) = \prod_p \frac{C_p}{[p, 1]} \prod_p Y(p, \ell) = \prod_p \frac{C_p}{[p, 1]} Y(p, \ell) = \prod_p Z(p, \ell)$$

as $n \to \infty$.

Since $Y_n(p, \ell) > 1$ and $Y_n(p, \ell)$ is increasing in $\ell$, so is $Y(p, \ell)$ (recall (4.33)). Thus we can apply Theorem 4.10 with $x_{i,j} = Y(p_i, j)$ to obtain

$$\prod_p Y(p, \ell) \uparrow \prod_p \frac{[p, 1]}{C_p} \text{ as } \ell \to \infty.$$

Finally, we plug this into the second expression of the limit of $Z_n(\ell)$ in (4.44):

$$Z(\ell) = \lim_{n \to \infty} Z_n(\ell) = \prod_p \frac{C_p}{[p, 1]} \prod_p Y(p, \ell) \uparrow 1 \text{ as } \ell \to \infty.$$

(iv) We prove for the more general case $p = 1/x$ with $x \in (0, 1/2]$. Let

$$V(x, \ell) := Z(1/x, \ell) = C(x) \sum_{i=0}^{\ell} \frac{x^i}{[1/x, i]^2}.$$

Recall that $C(x) = (1-x)(1-x^2)\cdots$ and $[1/x, i] = (1-x)(1-x^2)\cdots(1-x^i)$. 
Thus for any \( x < \delta \), \( V(x, \ell) \uparrow 1 \) as \( \ell \to \infty \) by (1.35), we have
\[
\frac{1}{C(x)} = \sum_{i=0}^{\infty} \frac{x^2}{[1/x, i]^2} = \sum_{i=0}^{\ell} \frac{x^2}{[1/x, i]^2} + \sum_{i=\ell+1}^{\infty} \frac{x^2}{[1/x, i]^2} = \frac{V(x, \ell)}{C(x)} + \sum_{i=\ell+1}^{\infty} \frac{x^2}{[1/x, i]^2}.
\]
Thus for any \( x \in (0, 1/2] \), we obtain
\[
x^{-(\ell+1)} C(x) [1 - V(x, \ell)] = x^{-(\ell+1)} C^2(x) \left[ \frac{1}{C(x)} - \frac{V(x, \ell)}{C(x)} \right] = x^{-(\ell+1)} \sum_{i=\ell+1}^{\infty} \frac{C^2(x)x^2}{[1/x, i]^2}
\]
(4.45)
\[
= \left( 1 - 2 \sum_{j=\ell+2}^{\infty} x^{j} + \Delta_1 \right) + \Delta_2 = 1 - \frac{2x^{\ell+2}}{1-x} + \Delta_1 + \Delta_2,
\]
where
\[
0 < \Delta_2 := \sum_{i=\ell+2}^{\infty} x^{2-(\ell+1)2} \prod_{j=\ell+1}^{i} (1-x^{j})^2 < \sum_{i=\ell+2}^{\infty} x^{2-(\ell+1)2} < \sum_{i=2\ell+3}^{\infty} x^{i} = \frac{2x^{2\ell+3}}{1-x} < x^{2\ell},
\]
and
\[
0 \leq \Delta_1 := \prod_{j=\ell+2}^{\infty} (1-x^{j})^2 - \left( 1 - 2 \sum_{j=\ell+2}^{\infty} x^{j} \right) \leq 4 \sum_{j,j' \geq \ell+2} x^{j+j'} = \frac{4x^{2\ell+4}}{(1-x)^2} \leq x^{2\ell},
\]
as \( 0 < x \leq 1/2 \), thanks to the inequality:
\[
0 \leq \sum_{i=1}^{u}(1 - \delta_i) - \left( 1 - \sum_{i=1}^{u} \delta_i \right) \leq \sum_{1 \leq i < j \leq u} \delta_i \delta_j
\]
for \( \delta_1, \delta_2, \ldots, \delta_u \in [0,1] \), which can be proved easily by induction on \( u \) (the left inequality was proved in (2.15). For the right inequality, base cases: \( u = 1,2 \); inductive step from \( u \) to \( u + 1 \):
\[
(1 - \delta_{u+1}) \prod_{i=1}^{u} (1 - \delta_i) \leq (1 - \delta_{u+1})(1 - \sum_{i=1}^{u} \delta_i + \sum_{1 \leq i < j \leq u} \delta_i \delta_j) = 1 - \sum_{i=1}^{u+1} \delta_i + \sum_{1 \leq i < j \leq u+1} \delta_i \delta_j - \delta_{u+1} \sum_{1 \leq i < j \leq u} \delta_i \delta_j \leq 1 - \sum_{i=1}^{u+1} \delta_i + \sum_{1 \leq i < j \leq u+1} \delta_i \delta_j.
\]
Plugging (4.46) and (4.47) into (4.45) yields (4.37).

(v) Since \( Z(\ell) = \prod_{p} Z(p, \ell) \) by definition (4.36) and \( 0 \leq Z(p, \ell) \leq 1 \) for all \( p \), we have \( Z(\ell) \leq Z(2, \ell) \). Thus it follows from (iv) that
\[
Z(\ell) \leq Z(2, \ell) = 1 - C_2^{-1} 2^{-(\ell+1)^2} \left[ 1 - 2^{-\ell} + O(4^{-\ell}) \right] \quad \text{as} \quad \ell \to \infty.
\]
On the other hand, we notice that when \( \ell \geq 2 \), the \( O(p^{-2\ell}) \) in (4.37) satisfies
\[
O(p^{-2\ell}) < 2 p^{-2\ell} \leq \frac{2}{p^2} \cdot p^{-\ell} < \frac{2}{p^2 - p} \cdot p^{-\ell},
\]
thus
\[
Z(p, \ell) > 1 - C_p^{-1} p^{-(\ell+1)^2}.
\]
Hence
\[
Z(\ell) = \prod_{p} Z(p, \ell) > Z(2, \ell) \prod_{p \geq 3} \left( 1 - C_p^{-1} p^{-(\ell+1)^2} \right) \geq 1 - \left( 1 - Z(2, \ell) \right) - \sum_{p \geq 3} C_p^{-1} p^{-(\ell+1)^2}.
\]
(4.49)
Here we took advantage of the inequality (2.18). Thanks to (4.28), the positive sum
\[
\sum_{p \geq 3} C_p^{-1} p^{-(\ell+1)^2} \leq e^2 \sum_{p \geq 3} p^{-(\ell+1)^2} = e^2 2^{-(\ell+1)^2} \sum_{p \geq 3} \left(\frac{2}{p}\right)^{\ell+1} < e^2 2^{-(\ell+1)^2} \sum_{p \geq 3} \left(\frac{2}{3}\right)^{\ell+1}\]
\[
< e^2 2^{-(\ell+1)^2} \left(\frac{2}{3}\right)^{\ell+1} \cdot 4 = 2^{-(\ell+1)^2} O(4^{-\ell}).
\]
Finally, combining with (4.48) and (4.49) leads to (4.38). □

Remark 4.15. When \(\ell = 1\), in the proof of Theorem 4.9 we wrote \(Y(1/x, 1)\) as \((1-x^6)/(1-x^2)(1-x^3)\) (see (4.24)) in order to represent \(Z(1) = \prod_p Y(p, 1)/\prod_{i=2}^{\infty} \prod(i)\) as the reciprocal of a product of values of the Riemann zeta function at positive integers. However, this is not the case when \(\ell > 1\); in fact, in general \(Y(1/x, \ell)\) is not even a symmetric function in \(x\), for instance,
\[
Y\left(\frac{1}{x}, 2\right) = \frac{1 - x - x^2 + 2x^3 - x^5 + x^6}{(1 - x)^2(1 + x)^2},
\]
\[
Y\left(\frac{1}{x}, 3\right) = \frac{1 - x - x^2 + 2x^4 + x^5 - 2x^6 - x^7 + x^8 + x^9 - x^{11} + x^{12}}{(1 - x)^5(1 + x)(1 + x + x^2)^2}.
\]

5. Properties of the SNF Distribution Function \(\mu_p^s\)

In this section, we first fix \(p, s, m, n\) and find the maximum and minimum of the probability density function \(\mu_p^s\) of (3.1). Then we free \(p, s, m, n\) and study the monotonicity properties and limiting behaviors of \(\mu_p^s\) as a function of \(p, s, m, n\) and \(a\) (recall from Theorem 3.2 the notation of vector \(a = (a_1, a_2, \ldots, a_s)\) as well as its corresponding diagonal matrix \(D_a \in S\)).

For convenience, we replace \(m - a_i\) by \(b_i\) \((0 \leq i \leq s)\) in (3.1) to get a simpler expression for \(\mu_p^s\): (5.1)
\[
f(p, s, m, n', b) := p^{-\sum_{i=1}^s (n'+b_i)} \cdot \frac{[p, n'+m][p, m]}{[p, n'+b_s][p, b_s]\prod_{i=1}^s [p, b_{i-1} - b_i]}.\]

Here and throughout this section, we shall assume that \(p\) is a prime, that \(s, m\) and \(n\) are positive integers, that \(n > n' := n - m \geq 0\), and that \(b := (b_1, b_2, \ldots, b_s)\) is an integer vector satisfying \(m = b_0 \geq b_1 \geq \cdots \geq b_s \geq 0\).

5.1 The Maximum and Minimum.

We show that \(f(p, s, m, n', \cdot)\) attains its maximum at either \((0, 0, \ldots, 0)\) or \((1, 1, \ldots, 1)\) depending on \(p, s, m, \text{and } n'\), and its minimum at \((m, m, \ldots, m)\).

Theorem 5.1. For fixed \(p, m, n\) and \(s\), the maximum and minimum of \(f(p, s, m, n', \cdot)\) are given as follows.

(i) If \(p > 2, s > 1\) or \(n' > 0\), then
\[
\max_b f(p, s, m, n', b) = \frac{[p, n'+m]}{[p, n']},
\]
and the maximum is achieved if and only if \(b = (0, 0, \ldots, 0) := 0\), in other words, if the corresponding matrix \(D_a\) is full rank;

(ii) If \(p = 2, s = 1, n' = 0\) and \(m > 1\), then
\[
\max_b f(p, s, m, n', b) = \frac{[2, m]^2}{[2, 1][2, m - 1]},
\]
and the maximum is achieved if and only if \(b = (1)\);
(iii) In both Case (i) and Case (ii), we have

$$\min_b f(p, s, m, n', b) = p^{-(n'+m)m},$$

and the minimum is achieved if and only if \(b = (m, m, \ldots, m)\), in other words, if the corresponding matrix \(D\) is the zero matrix.

(iv) If \(p = 2, s = 1, n' = 0\) and \(m = 1\), then \(b = (1)\) or \((0)\), and they have the same value of \(f: 1/2\).

Proof. (i) We proceed by the following two lemmas which show that the \(b_i\)'s are all equal at the maximum of \(f(p, s, m, n', \cdot)\), and that \(b_i = 0\) or \(1\) depending on \(p, s, m\) and \(n'\).

Let \(b = (b_1, b_2, \ldots, b_s)\) be an arbitrary \(s\)-tuple with \(m = b_0 \geq b_1 \geq \cdots \geq b_s \geq 0\).

**Lemma 5.2.** If \(b_i > b_{i+1}\) for some \(i \in \{1, 2, \ldots, s-1\}\) \((s \geq 2)\), then we have

$$f(p, s, m, n', b') > f(p, s, m, n', b),$$

where \(b' = (b_1', b_2', \ldots, b_s')\) with \(b_i' = b_i - 1\) and \(b_j' = b_j\) for all \(j \neq i\). Note that \(b'\) still satisfies \(m = b_0' \geq b_1' \geq \cdots \geq b_s' \geq 0\).

**Lemma 5.3.** Let \(\varphi(b) := f(p, s, m, n', (b, b, \ldots, b))\), \(0 \leq b \leq m\), then for all \(0 \leq b < m\), we have

$$\frac{\varphi(b)}{\varphi(b+1)} = \begin{cases} < 1, & \text{if } p = 2, s = 1, n' = 0, m > 1 \text{ and } b = 0 \\ = 1, & \text{if } p = 2, s = 1, n' = 0, m = 1 \text{ and } b = 0 \\ > 1, & \text{otherwise} \end{cases}$$

These lemmas are proved right below this proof. Thanks to Lemma 5.2, the maximum point of \(f(p, s, m, n', \cdot)\) must have the form \((b, b, \ldots, b)\) with \(0 \leq b \leq m\). Therefore it reduces to finding the maximum of \(\varphi(\cdot)\).

Since \(p > 2, s > 1\) or \(n' > 0\), it follows from Lemma 5.3 that

$$\varphi(0) > \varphi(1) > \cdots > \varphi(m).$$

Hence the maximum of \(\varphi(\cdot)\) is \(\varphi(0) = \frac{[p, n'+m]}{[p, n']}\), as desired.

(ii) When \(p = 2, s = 1, n' = 0\) and \(m > 1\), it follows from Lemma 5.3 that

$$\varphi(0) < \varphi(1) \text{ and } \varphi(1) > \cdots > \varphi(m).$$

Hence the maximum of \(\varphi(\cdot)\) is \(\varphi(1) = \frac{[2, m]^2}{[2, 1][2, m-1]}\), as desired.

(iii) We proceed by the following lemma (proved right below this proof) which shows that at the minimum of \(f(p, s, m, n', \cdot)\), all the \(b_i\)'s \((i > 1)\) equal \(m\).

**Lemma 5.4.** If \(b_i < b_{i-1}\) for some \(i \in \{1, 2, \ldots, s-1\}\) \((s \geq 2)\), then we have

$$f(p, s, m, n', b') < f(p, s, m, n', b),$$

where \(b' = (b_1', b_2', \ldots, b_s')\) with \(b_i' = b_i + 1\) and \(b_j' = b_j\) for all \(j \neq i\). Note that \(b'\) still satisfies \(m = b_0' \geq b_1' \geq \cdots \geq b_s' \geq 0\).

Thanks to Lemma 5.4, the minimum point of \(f(p, s, m, n', \cdot)\) must have the form \((m, m, \ldots, m, b)\) with \(0 \leq b \leq m\). Further, since \(f(p, s, m, n', (m, m, \ldots, m, b)) = p^{-(s-1)(n'+m)m} \cdot \varphi(b)\) (by (5.1)), where \(\varphi\) is defined in Lemma 5.3 with \(s = 1\), it reduces to finding the minimum of \(\varphi(\cdot)\).

Case (i) When \(p > 2\) or \(n' > 0\), it follows from (5.2) that the minimum of \(\varphi(\cdot)\) is \(\varphi(0) = [2, m]^2 \cdot [2, 1][2, m-1]^{-1}\).

Case (ii) When \(p = 2, n' = 0\) and \(m > 1\), it follows from (5.3) that the minimum of \(\varphi(\cdot)\) is \(\varphi(0) = [2, m] > (1 - 2^{-1})^m = 2^{-m} \geq 2^{-m^2} = \varphi(m)\),
the minimum of $\varphi(\cdot)$ is still $\varphi(m)$.

Hence the minimum of $f$ is always $p^{-s(n'+m)m}$ and achieved at $(m, m, \ldots, m)$. \hfill \Box

**Proof of Lemma 5.2.** It follows from definition (5.1) that
\[
\begin{align*}
\frac{f(p, s, m, n', b')}{f(p, s, m, n', b)} &= p^{(n'+b_i)-(n'+b_i')} \cdot \frac{[p, b_i-1 - b_i'[p, b_i - b_i+1]}{[p, b_i-1 - b_i'[p, b_i' - b_i+1]} \\
&\geq p \cdot \frac{[p, b_i-1 - b_i][p, b_i - b_i+1]}{[p, b_i-1 - b_i + 1][p, b_i - 1 - b_i+1]} = p \cdot \frac{1-p^{-(b_i-b_i+1)}}{1-p^{-(b_i-1-b_i+1)}} > p \left(1-p^{-1}\right) = p - 1 \geq 1,
\end{align*}
\]
as desired, where in the second last inequality, we used the condition that $b_i > b_i+1$ to get $1 - p^{-(b_i-b_i+1)} \geq 1 - p^{-1}$.

**Proof of Lemma 5.3.** By the definition of $\varphi$ and (5.1), we obtain
\[
\begin{align*}
\varphi(b) &= p^{s(n'+b+1)-(b+1)} \cdot \frac{[p, n' + b + 1][p, b + 1][p, m - b - 1]}{[p, n' + b][p, b][p, m - b]} \\
&= p^{s(n'+2b+1)} \cdot \frac{(1-p^{-(n'+b+1)}) (1-p^{-(b+1)})}{1-p^{-(m-b)}} > p^{s(n'+2b+1)} (1-p^{-1})^2,
\end{align*}
\]
where we used the fact that
\[
1 - p^{-(n'+b+1)}, 1 - p^{-(b+1)} \geq 1 - p^{-1} \quad \text{and} \quad 1 - p^{-(m-b)} < 1.
\]

*Case 1. $s(n'+2b+1)\geq 2$.*

The right-hand side of (5.4) is at least
\[
p^2 (1-p^{-1})^2 = (p-1)^2 \geq 1.
\]

*Case 2. $p \geq 3$.*

The right-hand side of (5.4) is at least
\[
p (1-p^{-1})^2 \geq 3 (1-3^{-1})^2 = 4/3 > 1.
\]

*Case 3. $p = 2$ and $s(n'+2b+1) = 1$,* which requires that $s = 1$ and $n' = b = 0$.

Plugging into (5.4) yields
\[
\begin{align*}
\frac{\varphi(b)}{\varphi(b+1)} &= \frac{2 (1-2^{-m})^2}{1-2^{-m}} = \frac{1}{2-2^{1-m}} \begin{cases} < 1, & \text{if } m > 1 \\ = 1, & \text{if } m = 1 \end{cases}
\end{align*}
\]
and completes the proof. \hfill \Box

**Proof of Lemma 5.4.** By definition (5.1), we obtain
\[
\begin{align*}
\frac{f(p, s, m, n', b')}{f(p, s, m, n', b)} &= p^{(n'+b_i)-(n'+b_i')} \cdot \frac{[p, b_i-1 - b_i'[p, b_i - b_i+1]}{[p, b_i-1 - b_i'[p, b_i' - b_i+1]} \\
&\leq p^{-1} \cdot \frac{[p, b_i-1 - b_i][p, b_i - b_i+1]}{[p, b_i-1 - b_i + 1][p, b_i + 1 - b_i+1]} = p^{-1} \cdot \frac{1-p^{-(b_i-1-b_i)}}{1-p^{-(b_i+1-b_i+1)}} < p^{-1} \cdot \frac{1}{1-p^{-1}} = \frac{1}{p-1} \leq 1,
\end{align*}
\]
as desired, where in the second last inequality, we used the condition that $b_i \geq b_i+1$ to get $1 - p^{-(b_i+1-b_i+1)} \geq 1 - p^{-1}$.
5.2. Monotonicity Properties and Limiting Behaviors.

Now we free 

\[ p, s, m \text{ and } n'. \]

We will see that the monotonicity properties and limiting behaviors of \( f \) of (5.1) when \( b = 0 \) (i.e., the corresponding matrix \( DA \) is full rank) differ tremendously from those when \( b \neq 0 \). Specifically, we show that \( f \) is increasing in \( n', p \) and decreasing in \( m \) when \( b = 0 \) (Theorem 5.3), but decreasing in \( n' \) and increasing in \( m \) when \( b \neq 0 \) (Theorem 5.6). Further, with regard to limiting behaviors, when \( b = 0 \), the limit of \( f \) as \( p, m \) or \( n' \to \infty \) is positive (note that \( f \) is independent of \( s \)) (Theorem 5.7); whereas when \( b \neq 0 \), the limit of \( f \) is still positive as \( m \to \infty \) or \( s \to \infty \) with \( \sum_{i=1}^{s} b_i \) bounded (Theorems 5.10, 5.11), but zero as \( \max \{p, n'\}, \sum_{i=1}^{s} b_i \to \infty \) (Theorems 5.7, 5.9). Lemma 4.12 is crucial in the analysis of limiting behaviors of \( f \).

5.2.1. The Case of \( b = 0 \).

Let

\[
(5.5) \quad f_0(p, m, n') := f(p, s, m, n', 0) = \frac{[p, n' + m]}{[p, n']} = \prod_{j=n'+1}^{n'+m} (1 - p^{-j}).
\]

We derive the following monotonicity properties and limiting behaviors of \( f_0 \) with the help of Lemma 4.12.

**Theorem 5.5.** The function \( f_0(p, m, n') \) of (5.5) is strictly increasing in \( p, n' \) while strictly decreasing in \( m \), and satisfies

\[
\lim_{m \to \infty} f_0(p, m, n') = \frac{C_p}{[p, n']} < 1, \quad \lim_{n' \to \infty} \inf_{m} f_0(p, m, n') = 1 \quad \text{and} \quad \lim_{p \to \infty} \inf_{m, n'} f_0(p, m, n') = 1,
\]

where \( C_p = (1 - p^{-1})(1 - p^{-2}) \cdots \) as defined in Lemma 4.12. In particular, we have

\[
\lim_{m \to \infty} f_0(p, m, 0) = C_p \quad \text{and} \quad \lim_{n' \to \infty} f_0(p, m, n') = 1 = \lim_{p \to \infty} f_0(p, m, n');
\]

the first equality characterizes \( C_p \) as the limit of the probability that a random \( m \times m \) integer matrix over \( \mathbb{Z}/p^s \mathbb{Z} \) is nonsingular as \( m \to \infty \).

Proof. Utilizing the expression on the right-hand side of (5.5), we obtain the monotonicities. Then we apply Lemma 4.12 to get

\[
\inf_{m} f_0(p, m, n') = \lim_{m \to \infty} f_0(p, m, n') = \frac{C_p}{[p, n']} \to \frac{C_p}{C_p} = 1 \quad \text{as} \quad n' \to \infty,
\]

and

\[
\inf_{m, n'} f_0(p, m, n') = \lim_{m \to \infty} f_0(p, m, 0) = C_p \to 1 \quad \text{as} \quad p \to \infty.
\]

\[ \square \]

5.2.2. The Case of \( b \neq 0 \).

We first present the monotonicity properties of \( f(p, s, m, n', b) \) in \( n' \) and \( m \).

**Theorem 5.6.** Suppose that \( b \neq 0 \). The function \( f(p, s, m, n', b) \) is strictly decreasing in \( n' \) while strictly increasing in \( m \).

Proof. Recall that \( b_1 \geq b_2 \geq \cdots \geq b_s \geq 0 \). Since \( b \neq 0 \), we have \( b_1 \geq 1 \). Thus the ratio

\[
\frac{f(p, s, m, n' + 1, b)}{f(p, s, m, n', b)} = p^{-\sum_{i=1}^{s}(n'+1+b_i)+\sum_{i=1}^{s}(n'+b_i)} \cdot \frac{[p, n' + 1 + m][p, n' + b_s]}{[p, n' + m][p, n' + 1 + b_s]}
\]

\[
= p^{-\sum_{i=1}^{s} b_i} \cdot \frac{1 - p^{-(n'+1+m)}}{1 - p^{-(n'+1+b_s)}} < p^{-1} \cdot \frac{1}{1 - p^{-1}} = \frac{1}{p - 1} \leq 1,
\]

\[ \square \]
and
\[
\frac{f(p, s, m + 1, n', b)}{f(p, s, m, n', b)} = \frac{[p, n' + m + 1][p, m + 1][p, m - b]}{[p, n' + m][p, m][p, m + 1 - b]}
\]
\[
= \frac{(1 - p^{-(n' + 1 + m)}) (1 - p^{-(m + 1)})}{1 - p^{-(m + 1 - b)}} \geq \frac{(1 - p^{-(m + 1)})^2}{1 - p^{-m}} > \frac{1}{1 - p^{-m}} \geq 1,
\]
as \(p \geq 2\).

Recall from definition (5.1) that \(f\) is the product of a power of \(p\)
\[
f_1(p, s, m, n', b) := p^{-\sum_{i=1}^{s} (n' + b_i) b_i}
\]
and a fraction
\[
f_2(p, s, m, n', b) := \frac{[p, n' + m][p, m]}{[p, n' + b_s][p, b_s] \prod_{i=1}^{s} [p, b_{i-1} - b_i]}.
\]

When \(s\) is fixed, thanks to Lemma 4.12, the function \(f_2\) defined in (5.6) is bounded regardless of the values of other variables. Moreover, when \(m\) (instead of \(s\)) is fixed, this result also holds since \(\sum_{i=1}^{s} (b_{i-1} - b_i) = m - b_s \leq m\) implies that
\[
\prod_{i=1}^{s} [p, b_{i-1} - b_i] = \prod_{i=1}^{s} \prod_{j=1}^{b_{i-1} - b_i} (1 - p^{-j}) \geq (1 - p^{-1})^m \geq 2^{-m}.
\]

These observations lead to the following zero limiting probabilities.

**Theorem 5.7.** We have
\[
\lim_{\max \{p, n', \sum_{i=1}^{s} b_i\} \to \infty, b \neq 0} \max_{m} f(p, s, m, n', b) = 0 \quad \text{when } s \text{ is fixed}
\]
and
\[
\lim_{\max \{p, n', \sum_{i=1}^{s} b_i\} \to \infty, b \neq 0} f(p, s, m, n', b) = 0 \quad \text{when } m \text{ is fixed}.
\]

**Proof.** When \(s\) or \(m\) is fixed, we have shown that \(f_2\) is bounded. On the other hand, we have
\[
f_1(p, s, m, n', b) = p^{-\sum_{i=1}^{s} (n' + b_i) b_i} = p^{-n' \sum_{i=1}^{s} b_{i-1} - \sum_{i=1}^{s} b_i^2} \to 0
\]
as long as \(b \neq 0\) and
\[
(5.7) \quad \max \left\{ p, n' \sum_{i=1}^{s} b_i + \sum_{i=1}^{s} b_i^2 \right\} \to \infty.
\]

Noticing that
\[
n' \sum_{i=1}^{s} b_i \leq n' \sum_{i=1}^{s} b_i + \sum_{i=1}^{s} b_i^2 \leq n' \sum_{i=1}^{s} b_i + \left( \sum_{i=1}^{s} b_i \right)^2,
\]
thus (5.7) is equivalent to \(\max \{p, n', \sum_{i=1}^{s} b_i\} \to \infty\). \(\square\)

**Remark 5.8.** Let \(r (\leq s)\) be the number of nonzeros in \(\{b_1, b_2, \ldots, b_s\}\), i.e., \(b_r > 0 = b_{r+1}\) (we define \(b_{s+1} = 0\)), then \(r b_r, b_1 \leq \sum_{i=1}^{s} b_i \leq r b_1\) due to the decreasing property of the \(b_i\)'s. Hence \(\sum_{i=1}^{s} b_i \to \infty\) if and only if \(\max \{b_1, r\} \to \infty\). In particular, when \(s\) is fixed, we have \(\sum_{i=1}^{s} b_i \to \infty\) if and only if \(b_1 \to \infty\).

Moreover, if we free \(s, m, n'\) but fix \(p\) and let \(\sum_{i=1}^{s} b_i \to \infty\), then \(f\) also goes to 0.
Theorem 5.9. For a fixed prime \( p \), we have
\[
\lim_{m \to \infty} \max_{m, n'} f(p, s, m, n', b) = 0.
\]

Proof. Since \( \sum_{i=1}^{s} b_i \to \infty \), we can assume that \( b \neq 0 \). Moreover, if \( r \leq s \) is the number of nonzeroes in \( \{b_1, b_2, \ldots, b_s\} \), then \( \max \{b_1, r\} \to \infty \) (see Remark 5.8), which is equivalent to that \( b_1 \to \infty \) or \( r \to \infty \) holds.

Case 1. \( b_1 \to \infty \).

For any fixed \( p, s, m \) and \( n \), from Lemma 5.2 we see that for \( b' = (b_1, b_s, b_s, \ldots, b_s) \),
\[
f(p, s, m, n', b) \leq f(p, s, m, n', b')
\]
\[
= p^{- (n' + b_1 - \mathcal{S}(s - 1)(n' + b_s) - \mathcal{S})/p} \cdot \frac{\mathcal{S}(p, m)}{\mathcal{S}(p, n' + b_s) \mathcal{S}(p, m - b_1) \mathcal{S}(p, m - b_1 - b_s)} \leq p^{-b_1} \cdot \frac{1}{(e^2)^4}
\]
on the strength of Lemma 4.12. Hence
\[
\max_{m, n'} f(p, s, m, n', b) \leq p^{-b_1} \cdot \frac{1}{(e^2)^4} \to 0, \quad \text{as } b_1 \to \infty.
\]

Case 2. \( r \to \infty \).

For any fixed \( p, s, m \) and \( n \), from Lemma 5.2 we see that for \( b' = (b_r, b_r, \ldots, b_r, b_s, b_s, \ldots, b_s) \) (with \( r \) \( b_r \)'s and \( (s - r) \) \( b_s \)'s),
\[
f(p, s, m, n', b) \leq f(p, s, m, n', b')
\]
\[
= p^{- (n' + b_1 - \mathcal{S}(s - 1)(n' + b_s) - \mathcal{S})/p} \cdot \frac{\mathcal{S}(p, m)}{\mathcal{S}(p, n' + b_s) \mathcal{S}(p, m - b_r) \mathcal{S}(p, m - b_r - b_s)} \leq p^{-r} \cdot \frac{1}{(e^2)^4},
\]
on the strength of Lemma 4.12. Hence
\[
\max_{m, n'} f(p, s, m, n', b) \leq p^{-r} \cdot \frac{1}{(e^2)^4} \to 0, \quad \text{as } r \to \infty.
\]

All the limits of \( f \) we have found so far equal zero. To attain a nonzero limit, we must have a bounded \( \max \{p, n', \sum_{i=1}^{s} b_i\} \). We may fix \( p, s, n', b \), let \( m \to \infty \) and apply Lemma 4.12.

Theorem 5.10. For fixed \( p, s, n' \) and \( b \neq 0 \), we have
\[
\lim_{m \to \infty} f(p, s, m, n', b) = p^{- \sum_{i=1}^{s} (n' + b_i) b_i} \cdot \frac{C_p}{\mathcal{S}(p, n' + b_s) \mathcal{S}(p, m - b_1) \mathcal{S}(p, m - b_1 - b_s)}.
\]

We may also weaken the constraints by fixing \( p, n' \) and \( \sum_{i=1}^{s} b_i \) only. A natural way to achieve this is to fix the first few \( b_i \)'s, say \( b_1, b_2, \ldots, b_r \) (\( r < s \) fixed), and set the rest to be zero no matter how big \( s \) is. According the definition (5.1) of \( f \), for \( b = (b_1, b_2, \ldots, b_r, 0, 0, \ldots, 0) \), we have
\[
f(p, s, m, n', b) = p^{- \sum_{i=1}^{r} (n' + b_i) b_i} \cdot \frac{\mathcal{S}(p, n' + m)}{\mathcal{S}(p, m - b_1) \mathcal{S}(p, m - b_1 - b_i)}.
\]
which is independent of \( s \). Coupling with Theorem 5.9 gives the following.

Theorem 5.11. When \( m, n' \) and \( p \) are fixed, for any given infinite integer sequence \( \{b_0, b_1, \ldots\} \) with \( m = b_0 \geq b_1 \geq \cdots \geq b_i \geq b_{i+1} = \cdots \geq 0 \), we have
\[
\lim_{s \to \infty} f(p, s, m, n', b^*) = \begin{cases} 0, & \text{if } \sum_{i=1}^{\infty} b_i \to \infty, \\
 p^{- \sum_{i=1}^{r} (n' + b_i) b_i} \cdot \frac{\mathcal{S}(p, n' + m)}{\mathcal{S}(p, m - b_1) \mathcal{S}(p, m - b_1 - b_i)}, & \text{otherwise}, \end{cases}
\]
where \( b^* := (b_0, b_1, \ldots, b_s) \) and in the second case, \( r \) is the number of nonzeroes in \( \{b_0, b_1, \ldots\} \) and finite (see Remark 5.8), and \( b_{r+1} = 0 \).
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